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ABSTRACT 

This pqer considers the problem of scheduling in flow-shop by Johnson's Algorithm 
method and Genetic Algorithm method to find an optimal sequence for n jobs m-machine 
problem based on minimum elapsed time. In scheduling the two rmhine flow shop problem 
F211 CC, one has to determine a schedule that minimizes the sum of .finishing times of an 

arbltraq number of jobs that need to be executed on two machines. such that each job must 
complete processing on machine 1 before starting on machine 2. We propose a heuristic for 
approximating the solution for the F2II C, problem wing a genetic algorithm. 

Keywords: Scheduling, Flow-Shop, Genetic Algorithm, Optimal Sequence, 

1.0 INTRODUCTION 

Sequencing problems are mast commonly encountered in produ~tion shops where different products 

are Po be pmcessed over various combinations of macl~ines. The sdection of appropriate order in which jobs 

.are to be performed is called job sequencing. The.objectiva isto determine an appropriate sequence or order 

for jobs to be done on a finite number of service facilities in some pre-assigned order, so as to minimize the 
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total involved resources. The& a&tot&l (n!)m possible&i. &:&hihi& n jobs can be pm~essed on m- 

machines. Her% the aim is to find out one sequence out +f . (n!)m , sat minimizes the total elapsed time, 
According to Blaze*.@ pl. f2005), Johnson?$ &I&, bas heen the basis of many flow shop 

scheduling heuristics. Palm h t  pmposed a heuf.isfidm.$he flew shop scheduling problem: tg minimize 
L 1 '  

mke%pan. The heuristic generates a slope index for jobs aod sequences them-in s desknding order of the. . 
I I .' . 

indek. C&pbll et al. (1 970)~&md.  ~ m p b e l l ,  Dud& Smith heuristic ihich, & ageneralization of 

~ohmoi's two machine dgorithm; it generates a set of rn-1 artificial two-machine problems from an original 

m-machine problem, ,then mch.05thb generated p r ~ b l e q a ~ e & e d  using Johnsorr~s~algorithm.. Du . ,(1893) 

p ~ @ a 6 ~ l ~  appmaeh f&-mjdpg'@~ pm@&i~&k . . &op!s&d@img Pr~hltm while&iaw, (2008). 

developed a two-phase heuristic to solve the problem of scheduling two-machine no-wait job shops to 

--&&pnp. 

Holland (1992) con@v&&.~ti~aigo~$brns . ._. . ... , ip $he,&.& . .  $970 . in order to solve optimization 
,prublems, by using random ~ e a ~ ~ h . .  Gg&c;dgorithms are a d~oofadaptive~he~stic sea~ch techniques 

which,exploit gathered information ta & i t  the search into regions of &ter pperfomanm within the search 

space. In terms of time complexity, compared wW other optimization techniques such as integer linear 

programming, branch and.bund, tabu search, they may offer a good approximation for the same big-0 time 

when h e  smte-space is large, (Golden, 19%). Flow shop problems are a distinct class of shop scheduling 

problems (Du, 1993), where n jobs (i = 1, . . . , n) have to be performed on m machines (j = 1, . . . ,m) as 

follows. A job consists of m operations, the jth ?peration of each job must be processed on machine j and has 

processing time pij . A job can start only on machine j if its operation is cumpiefed on machine (j - I )  and if 

machine j is free. The cornpietion time ofjob i, Ci. is the time when its 1st operation has completed. This 

problem is denoted in dpk-notation as Fmll CC, (Brucker, 2004). 
a 

2.0 TEEORY. 

In a@w shop problem, ylereme m-mchjnes.thatat-shouLd process n jobs, All jobs have the same processing 

order through the machines. The order of the jobs on each machine can be,different however the objective is 

that of minimising the makespan. 

- Jf there are rn* machines, then, the probiem can be solved in O(n lorn) time by J011nso~'s algorithm., 

- Lfthere are m=3 rnaehinGbr more, then the problem is NP-hard. We discuss the properties of an optimal 

schedule fur the general case with m d i n e s  and describe two approximation algorithms. UNIV
ERSITY
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2.1 Machine'& ~ i o p  ~ r o ~ e r n .  

The work here focuses m$he case m 4 2 where the objective is to minimize the sum of completion 
n.,.5.:,4. *+~.;1:.+:3;J; 1 -  ,.,, ., 

@nipla ( z 6 ) or the aver& cornp~&~n &me; thus wc consid& the flow shap problem ZC, kith n jobs. 
t J  h.1, .>-:.A- - .-- .;-" '; ,%,7:Y -, , 1: .% . ;,. - - .-. . . - .  

. . 

J W ~ ~ W  ,. . (2007) e.. c o n ~ i d e r e d , m ~ ~ p i ,  ., . . . . pGi+i@on .. -, for <. .  no-wait . flow .shop problems sn two ba@ing 
8 .. 

wait job . shop - .. problems, - . - 4 . .  ! a s  Z . . + : C : % ~ , . ~ ~ ~ + ~  sening,ow@ons , ,*+ 4 .,:,, .. L L t  must . y, .'. be . performed without any interruption on machines 

apd wimout , . any yai$ing I. . .to I , b  14 W e e n  !. L . ~  ,,J ,, , We , . , .  dso .-,,.1.,,w2.,lj, mentioq .tbl\t,41!g+iI et 4, (2@8), studied the 
problem of scheduling n immediately available jobs in a flow shop composed of two w h i n e s  in series with 

.the objective of minimizing the makespan. BIazewics et d. (2005) have studied the variant of the problem . - . : : . . 
w- a totsl wei@ed fatet~o1iqrj<~o? wd a q q  duedqte (nldi = d l ~ w )  isgiven. Wetic , , ' . . . - . 
atgori@ms for  shop pml~leaq wge ex&ively q d i $  by Wall (1 996) in the context of adaptive appmaches 

. - *. . . '. ' '.. 1 - .  
to resource-constmined scheduling, .. . . Thus an optimal schedule 

maybe mpmnted by a job pernutstion and a permutation fully describes the solution. Computing the order 

is ldPhard [Gamy et d, 1 976).WilI, the h t  'ahat in the .case of twomachines the search space is restricted to 

permutations makes the construction of effective genetic operatars more feasible. It should be noted that the 

problem of F2)lCmax is to find a schedule, which minimizes the C m  = max(Ci, i = I ,  . . . , n) (the so called 

makespun). For arbitmy proassing times, this problem is the only flow shop problem that is polynornially 

solvable. The optimal soluhn is given by Johnson's algorithm (Johnson, 1954). 

2.2. Using Johnson's Algorithm 

Johnson's algorithm gives an optimal solution to the F2llCmax problem and a11 the jobs we scheduled'on the 

m e  order for both machines. It creates two partial schedules, L and R. The final schedule T (the same for 

the both machine) is  obtained by eoncatenating L and R (see Algorithm 1). 

In ,order to schdule.tbe p h h & b f  c u ~ t d  orders such.&at maximum profit is obtained, the 

principles guiding flow shop scheduling are adopted.as presented in h e  matbematical -frame work In this 

case customerswe h e  to bring their jobs at any time, However, each customer's order passes through the 

machiries in the m e  ordei: 

23. Single Machine Sequencing 

A single machine sequencing k a flbw shop-in whi~h the jobs visit the machines in the same sequence. The 

shop characteristics of i single &chine shop is given .as: 
' 

a*/-m IIF I F 
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whem n is the number ofjobs in the shop 

m is the number of machines in the shop 

$is the flow shop 
' . - . . - ,. - .  

F 'is' the ntm sow time; . . , . .- , I. ' 
. *  ,. - . . 

J~bason's 2 -machine; a?g&m is a process in which the jobs are Sthe.duled in the machin& in subh,a 

Fig. I A typical chart for johnson's 2-machine. 

The flow time,for job J in the kth position is given by 

F(k) = P(I) + P(2) + P(3) + . .. . . . . .. + P(k) 
t .: F(k) = PV) 

iel 

where P(i) is the processing time for the job in the ith pasition in the sequence. 

This algorithm supposes that we have (n) jobs m be scheduled on two machines Le. J1,J2, . . ., Jn, 
Then n positions are possible, 

u 1 

Total Rowtime FT= t & $ k J =  ~ Z P ( I )  

Generally, for n position we have; 
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'FBe optimizing sequence can be obtained fmm the following process:' 
+r b 

In W.cm we have (n) jobs to be scheduled on two machines i.e. J1, J2, .. ., h. The optimd.sdlutiori by 

J s b n  algorithm is obtained as follows: 

Step I :Se fk= l , I=n  

S%p 2: Set the list of unscheduled jobs = { J I ,  52, ..., Jn) 
Step 3: Find the smallest processing tirrmes.on frrsa..atld second rnachines:for the current1 y unscheduled jobs 

Step 4: If the smallest processing time obtained in s t q  3 .for Ji is on the first machine tfien .schedule Ji in ktb 

position af processing aequeace, Then delete the Ji j&fM the list ofunsclleduled aidtdecreise k by 1. 

Step 5 :  If the small@ prowsing time ob- in step 3 for Ji is on the swnd machine therl schedule fi in 

the lth position of processing sequence. Then delete the Ji job from the current list of unscheduled jobs and 

decrease1 by 1;. 

S#ep 6; kp+hsteps 3 ta 5 for the remaining unschedWjobs untiI:all'the J jobs are-sdheduled:' 

Summing up the various processing times gives the makespan for the optimum scheduling, 

2.4 Algorithm I: Johnson's Algorithm 

I . X : = ( l , . .  . , n ) ; L : =  /; R:= 

2. whiie X * 4 do 

BEGIN 

3, Findjob i that has smallest pi1 or p i 2  

4. i fpi l  isthesmallest then L : = L - i  eheR:=i*R: 

5 .  X :=X \ (i) 

EMD 
6.T:=LoR 

From algorithm 1, we have the set X of all jobs that are not scheduled yet, at time t consider the job i that has 

the smallest processing ting for either machine: the smallest value of pi1 or pi2 where i E ( 1, . . , , n). If job i 

has smallest pi 1 value then job i is removed fmm X and added to the tail of L i.e, hi and if otherwise job i is 

added to the front of R i.e, i o R. 

This is done until X becomes empty (a11 aha jobs have been schduled in T and R). 

Initially let X = { 1, . . . , i, . . . , n) be the see of all jobs. The example in Figure 4 shows how Johnson's 

algorithm works for a set d 5 jobs, where i represents the job number and j represents the machine. 
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. - . . " I  

- . ;Fig, 2 Johnson's Algo1:ithm for n = 5. (Selecting the Jobs). 

The optimal schedule for the set of 5 fibs, .where 5 represeatsthe job numbe~ and j represents the machine is 

now presented in Fig. 3. 
b 

Cm=25 

Fig, 3 J ~ h E Q ~ ' % , ~ l & ~ ~ i t h g l  'fol'n = 5, (Optimal Sdedule T of the Jobs), 

~ ~ s h o ~ ~ ~ ~ b ~ s o n ' s ~ ~ ~ ~ g i v n s ~ ~  . . qb:itt-@rilyY&rge 69 l@bn far I] .XC, .prablenq,:a~~$Bex~the 
' * I  . .. . 

i6ll0figflow .=shop that has3 j&s:&%&d~t.'$~le~l.. %he%~bdue E isconsidered v ~ J ~ ~ . S n & € h e ~ ~ a l ~ e  ,k 

very large. w e  refer to the n"job as the *larges' job. a , 
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Table 1: A ZMachine Flow Shop Problem. ' 

IJobi Pil Pi21 

For the data given in TaMe I, .. it .. i s  obv;ous that theq@al schLd"le for CC, would schedule the large job 

= lower order terms t. k 

Johson's algorithm schedules the large job first, followed by jobs I ,  . . . , (n - I ) .  Thus ZC, is equal to 

= &+ n(n+1)+1 

.,L 2 

= nk + Iower order terms 

If n is arbitrarily large, then Johnson's dgoritlim gives an arbitrarily bad solution. 

2.5 Genetic Algorithms 

In a genetic algorithm a fixed size set of individuals' (dled generation) is maintained within a search space, 

each ,representing a possible solution to the given problem. The individuals in the generation go through a 

process of evolution. A fitness score is assigned to each solution representing the abilities of an individual to 

"compete". The individual with the optimal (or near optimal) .fitness score is sought (Kumar et al., 2007). The 

individuals with lower values are removed and newer ones, added by the "breeding" process - by corn bining 

information from the parents' components - are .added. After an initial population is randomly generated, the 
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dgorithm ev6lvds through three operatars: selection represents the paradigm of survival of the fittest, 

crossover mimios mating bmeen individuals, and mutation introduces randam modifrc&ons, . 

A gmetic.algorithm has the foIlowing.mcture: 

I .  Randomly initidiz population (at time t). 

2- Determine fitness of population (at time t). 

3, Repeat the following until the best individual is found: 

(a) Select parents from population (at time,t). 

(b) Perforin 'i:fossover o n . p m B  creating popu~Atio~~~(attime't + 1:). 
I ' (c) Perform mutation of population (at t h e  t + 1). ' 

(d) Determine fitness of population (at time t I- I ) . 
In the case of the 2-machi& flow shop problem, an individual is represented by a permutation. The fitness of 

a permuhtion is the ECi -value of the corresponding schedule. 

3.0 SIMUUTTIONS AND RESULTS 

The following results are developed using Johnson's algorithm (JA) and a genetic algorithm (G A) for two 

machine flow shop scheduling problem. Two assumptions are made: 

I .  When implementing the algorithms, we calculate an initial feasible solution which is the sum of 

completion time for all the processes in the ascending order. 

2. When implementing a genetic algorithm, the mutation probabi ljty is 0.0 1 and the crossover probability is 

0.85. These parameters were found after extensive experimentation. tower crossover probabilities slowed 

convergence and other mutation probabilities did not work weII. The choice of these parameters was also 

guided by our eatlier work on traveling salesman probIems. The following results a~e obtained by applying 
,*h 

Johnson's algorithm and a genetic algorithm to randomly chosen pi 1 md pi2 values. When more runs are 

executed for a GA, the results are separated by commas, Table 2 contains randomly selected pi1 and pi2 for 

up to 20 jobs. 

Table 2. Random Pi 1 and Pi2 for n up to 20 
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+Fern = 5 and randomly wlected pi I and pi2 given 3a Table 2, by running Jb (Jahson's Algorithm) and GA 

(Genetic Algorithm$, the &ults for the objmtive function C C, are presented in TabIe.3. 

Table 3. CC, Rmulesults far n = 5 

For n = 7 p"!drandormly selected pi1 md pi2 given in Table 3, by running JA and G;a algorithms the r d t s .  
+ ' I 

f o r t h  ohj~~e'function CC, .we presented -in Table-4. 

JA .. 
97 

Porn = ldaad md&ly miecteb pil  and pi2'given in  able 3, by running 1 ~ ' a n d  GA algorithms the results 
..h. 

GA with gen =150, p0@0 -- 
' 4 3  

for the objective function 2 C, are presented in Table 5. 

Table.5. C C, Results for n = 10 

A heuristic model based on genetic algorihs to approximate the two rnwhine flaw shop problem F211 XC, 

n = l O  

Ec, 

has :kn  proposed. To .calibrate our~genetic~dgtm we show that for smallernumbers of jobs (n) the 

results are quite close with the optimal schedule (obtained by using Johnson's algorithm technique). Also in 

om sirtlulationsmd for larger values of D, the mhs ab~nd by ow genetic d p r i h d ! b y  J o h n ' s  

JA 

33 1 

,dgoritbm are different resulfs fox weighted average cwn$letion time, ZC, far theT2l[ CCt problem. 

GA with gen = I  SO, pop=SO 

297,292,294,295 
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