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ABSTRACT 

Tlt b p q c r  considers tlre problent of scltedulir~g in fiw-sliop by Joh~zson 's Algorithm 

tnetl7od and Genetic Algurii/tnt nletltod to jind an optimal segtiencc for n jobs rn- 

tjrncl~ine buxeii or1 ~nir~Gtu~~r  elapsed tinte. I/ has been sl~own  hat tlre method for 

Jinllir7g at1 opti~~ral seqtrence for n  job,^, m-tltncltilt~ based on mini~~tzrm make spun 
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An imporlant furidion of manrlgcmenl is tl~c coordination and co~ltroI of co~llplcx 
activities, including optimum allocation of resources in tlie performance of those 
activities. In scheduling problems we nlust deter~ninc ~ h c  order or scqucncc for 
processing a set of jobs through scveral macl-iincs in optimal manner. The flow shop 
problem is a scheduling problem which considers nl different machines a d  all the jobs 
are processed in tlic same processing order. Sequencing problems are most commonly 
encoulltered in production simps where different products are to be processed over 
various combinations of machines. The selection of appropriate order in which jobs are to 
be performed is called job sequencing. The objective is to determine an appropriate 
sequence or order for jobs to be done on a finite number of service facilities in some prc- 
assigned order, so as to minimize t l~e  total involvcd resources. Thcre arc total (n!)m 
pssiblc ways by which n jobs can bc processed on m-mucliitws. I-Icrc, tllc nil11 is to find 
out one scquetice out of (nl)m that minimizes t11c total clapscd time, (Smitn and Pahcli, 
2009). Accorclir~g to Blazewicz, et at. (2005), Jolurson's Rulc has bccn thc basis of many 
flow shops scheduling heuristics. Palmer first proposed a hcuristic for thc flow shop 
sclmduiitig pmblcm to minimizc makcspzul (Odior et d., 20 10). Thc hcuristic gcncmtcs a 
slope index for jobs axad sequences them in a descending ordcr of thc indcx. Campbcll ct 
nl. (1970) proposed Campbcll, Dudck, Smith (CDS) lrcuristic which is n gcncraliznrion of 
Johnsoa's two machine algoritl~m; it gcncmtcs a S C ~  or 111- 1 artiiicial two-machi t~c 
probk~ns froin an original ~n-machine problcm, tllcil cach of tllc gcncmtcd problcms arc 
solved using Jolmsoil's algoritt~m.. Du (1993) proposed an AIS approach for solving thc 
permutation flow shop scheduling problcin while Liaw, (2008) developed a two-phase 
heuristic to solve the problem of scl~eduling two-machine no-wait job shops to minirnize 
makcspan. 
In many manufacturing and asscmbly facilities, a numbcr of opcratians have to be done 
oti cvcry job. Oikn illcsc opcrillions lluvc lo bc douo on all jobs in tllc samc ordcr 
implying that the jobs follow the sane route. These macllines are assumed to bc sct up in 
series, and thc environment is referred to as a flow-shop. Thc assu~nption of classicd 
flow-shop scheduling problems that each job visits each machine only once (Baker, 
1974) is sometin~es vioiated in practice. A new type of manufacturing sl~op, the re-entrant 
shop has recently attracted attention. The basic characteristic of a re-entrant s11op is that a 
job visits wriain mac1lines more than once. Thc reentrant flow-shop (RFS) m a s  that 
there arc it jobs to be processed on n t  machines in die shop and every job must be 
process4 on machilles in the order of MI, MI, ...,  MI^, M1, M2, ..., MIM, ..., and MI, 
M ,  . . . ,  MI^, (Bispo and Tayur, 2001). 
According to Smitn and Paheli, (20091, I-lolland conceived of gcnetic algorithms in tl~c 
early 1970 in order to solve optimization problems, by using rnndoin search. Genetic 
nlgoriU~ms are n class of adaptive hcuristic search techniques which esploit gathered 
in rannation to dircct thc scnrch into rcgions or bcttcr pcrformt~ttcc. within t11c scarcl~ 
space. In tcms of time complexity, ~ornparcd with olhcr optilllization tcchniqucs such ns 
inleger Iincw programming, brarich nrld bound, tab11 search, tllcy mny affcr a good 
npproximnlion for the satnc big-0 ti~nc when the dote-spacc is large, (Golden, 1996). 
Flow slrop probicnls arc a distinct cims of shop scheduli~lg problcms (Du nrld Lcung, 
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19931, where n jobs (i = 1 , . . n) have to be perrormed on m machioes (i = 1, , , . ,m) as 
follows. A job consists of m operations, the jth o p t i o n  of each job must be p d  
on mncl~ine j and has processing time pij . A job can start only on machine j if its 
operation is completed on machine Cj - 1) and if machine j is free. The completion time 
of job i, Ci, is the time when its last operation has completed This mobiem is denoted in 

alf3b-notation as FmllzCl , (Brucker, 2004). 

2.0 FLOW SHOP SCHE1)ULING PROBLEM 
Flow shop problems arc a distinct class of shop schcdding problems , where n 

jobs (i = 1, . . . , n) haye to be pcrformd on m mndunes, < MI, ..., Mm >, where m L 1, 
as follows, (Gangadlliran and Rajendran, 1993): A job consists of m operations; the jth 
operation of cach job must be proccsscd on rnncl~inc j nnd has proccssing time Tij, 1 I j I 
n. A job colt start o111y on milchillc j i T its apcfillioa is complcicd on muchinc (j - 1) and if  
machitic j is fmc. The co~nl~lctioi~ timc of job i, Ti, is thc tinlc when its last operation has 
comp1ctc.d. Each of 11 jobs J 1 ...., J I ~  hns to bc proccsscd on In machincs MI, ..,, Mm in that 
order. Job J i  Tor i=I ... n, thus consists ofa sequence of m Process Pil ,  ..., Pim; where Pik 
corresponds to the processing of J i  on machine Mk during an uninterrupted pmss ing  
time Tik. This problem is denoted in t1c literature in a I P 17 - nobrion as FmllPCi 
(Gangadharan and Rajendran, 1993). 
Considcr an example of flow shop with three machines with tile following data prescntcfi 
in Tablc 1. 
Table I. Thrcc Machine Flow Slton 

Figure I and Figure 2 show two fcasible scheduIes for the three machine flow 
d~op presented in Table 1 

I 

Figurc 1. Flow Shop for 3 Machines: Case i. 
Notc that in both scl~edules tIlc order of the jobs differs across machines. For the 
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casc (i), we llnvc Cnlux = 9 and ZC, = 1 8. ln casc (ii), C~nax = 8 i d  C, = 2 1. 
' ~ o t e  that ZC, is bcttcr than Cmox in c o x  (i) WIICK~~S il is  lhc opposilc ill Cilsc 

(ii). 'l'llc cxan~plc suggculs tl~ur jobs md their sclacduling oilen vcry much dcpcild 
on the 

I 2 3 4 5 6 7 8 
Figurc 2, Flow Shop fur 3 MalcLiaw, 

JOINSON'S ALGOIUTHM 
In odcr to scI~cdulc ihc proccssi~~g of custolncrs' ordcrs such that tnaxiit~urn 

proii t is obtuincd, tl~r: pri r~ciplcs guiditl y llow shop sc11crluling arc udaptcd us prwci~tcrl in 
h e  mntl~ernatical f m c  work. In this casc customers are frec to bring thcir jobs at any 
time. However, each customer's order passes through the machines in ihe sane order. 
Single Machine Sequencing: 
A single machine sequer~cing is a flow shop in which the jobs visit the machincs in the 
same sequence. The shop characteristics of a single machine shop is given as: n / m /I F / 
F 
where n is the number of jobs in the sl~op 

m is the number of mch'ms in the shop 
F is the flow slop 

is Ule mcan flow time. 
11 I m is rcl'crrcd to as the hardwarc and F / P is rcfcrrcd to as lllc sonware of lhc systnl~. 

Johnson's 2- Mllcltinc Algorithm: 
Johnson's 2 -machine algorithm is a process in which the jobs are scheduled in thc 
machines in such n sequence that gives the minimum makcspan. A typical case of 
Johnson's 2-machine algorithm with n jobs is presented in Figure 3. 

J1 J2 Js ...................... 
Jn 

K position l position 

Fig. 3: A typical chart for jolmnson's 2-nlachinc. algoritb~a. 

The flow time for job J in the kfh position is given by 
F(k) = P(1) + P&) + P(3) + . . . ,., , .. + P(k) 

1-1 1 .  

Where P(i) is rhe processing time for illc job in the it11 position in the sequence;; 
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'l'his algoritt~m supposcs that we have (11) jobs to bc scl~cdulcd on two macl~incs i.e. J1, 
12, ..., Jn, 
Then n positions arc possible. 

~otal now time Pr = C ~ ( k )  = CZ PV) 

Mean flow timc = k"' "' 
I t  

Generally, for n position we have; 

The optimizing sequcncc can be obtained from the ColIowing procws: In this 
case we Imve (n) jobs to bc scheduIed on two machincs i.c. J l  ,J2, . . ., Jn. Thc optimal 
solution by Johnson algorithm is obtained as follows: 
Step 1: Set k = I ,  1=n 
Stcp 2: Sct rllc list oT unscheduled jobs - (J 1, J2, ..., Jn) 
Stcp 3 :  Find the smallest processiig times on first and sccond mechincs for the cumntiy 
unschcdulcd jobs 
Step 4: If  t h  ;mnllcst proscssing timc obtained in step 3 for Ji is on Ule first machine 
then schc~lulc Si  in kth position of processing sequcncc. Thcn delete the Ji job from the 
list of unscheduled and dccrcase k by 1. 
Step 5:  1C the smallest processing time obtained in step 3 for Ji i s  on the second machine 
tlrcn scl~odulc J i in lllc 1 th position of processing scqucncc. Then deictc ihc Ji  job from lllc 
c u m 1  list of unscl~eduled jobs anrl decrease 1 by 1. 
Step 6: Repeat steps 3 to 5 for the remaining unscheduled jobs until all the J jobs are 
scheduled. 
Summi~lg up the various pwccssi~~g timcs givcs the mnkcspan for the optimum 

Tlrc i o l l ~ ~ i ~ ~ ~  assumptions are made while solving a sequencing problnn: 
(a) No machine can process more llm one job at a timc 
@) Hactl apcration, ollcc started, must bc pcrrormcd til l  completion 
(c) Each operation must be completed before any other operation, which it m+tprecede, 
can begin 
(sl) AII t l l i l ~ l l i l l ~ ~  :lrc ol' rli lqkrct~t (ypcs 
(c) A jub is prowsscrl t ~ s  soon nu pussiblc subjcct to ordcring rccluiremctlts 
( f )  Proccssir~g times arc indcpcndcnt of ordcr of performing tllc operations ' 
(g) The timc ir~volved in tlloving R job from onc machine to other is negligi blysrnul 

" . 
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(h) All jobs are completely known and arc ready for prucessing bclbrc tbc pcriodunder 
coilsidcrntion begins 

Johnson's Rulc And Extcnsio~s 
Johnson's rulc which is thc most wcll known optimal rulc applicable to alnrgc 

elwu uT fluwsl~op yroblcms suys t l ~ t  job i p ~ d c s  job j in rtn optirnol sc~~ucwc 
if: min {l,, , l,,} b mill (I,, , I,,}. Implnnenting Jobson's rule, the flowshop*problcrn form = 

2 ,and makcsp~ as pcrfon~lnncc critcricr~l or lllllP/cmm can Ix opt inlo1 ly sol\*edby the 
:c,':b-ikg fkmw &'&.$&In: 
Step I : Fid mini {ti!, I,,) . 
Step 2a: if the minimum processing time requires machine I,  place thc ussocintedjob in 
the first available position in sequence, Go to Step 3. 
Step 2b: I f  the minimum processing time requires maclline 2, placc thc associzlte$job in 
tllc lnst available pdsidon in scqucncc. Go tu Shp 3. 
Step 3: Remove the assigned job hm consideration and Erum lo Stcp 1 until allpositions 
in squence are filled. Another shape of this algoritlun may bedescribed as follows: 
Step 1: Let U = (jlt,, < t D )  and V = ( j l ~ , ~  TI,,). 

Stcp 2: Armngc tl~c mncmbcrs of scl U in 11wrl-dccrcasing ordcr oC Ij I ilrlrl ~l~crnbcrsol' set V 
in non-increasing order of tiz. 
Step 3: An optimal sequcnce is the ordered sct U followcd by (l~c ordcrcd sct V. 
Moreover, then! are some extensions of Johnson's rulc, onc is Ior in = 3 and 
makespncriterion. He sl~owed that a generalization is possible whcn the second 
machineis dominated (i.e. when no bottleneck could possibly occur 011 the second 
mache].This extension is describad below: 

1. If min,(r,,) 2 max, It,,} then job i preccdes job j in an optimal schcdulc if: 

2. If nlin mink (t,,) 2 max, (I,,) the11 job i prcccdcs job j in ail optilllat schcdule if: 

'To apply hcsc rcsults in an algorithm. it is possiblc la usc 1l1c main 
ulgorithmimplcn~cl~ting Johnson's rulc, dcvcribd previously, with lirst stcp or sccki~lg u 
minimumin tlw forin of min min{t,, + I,, , I , ,  +. r, ,)  instead of secking minimum 
processingthe. Additionally, if thee is no dominmcc present, it is also known that if 
tlwtmaio algorithm implementing Johnson's rulc, yields the same optimal sequence for 
two-machine sub problems represent4 by the set {(I,, , I,,) and min (r,, , I,,). then that 
sequence is optimal for the fulI three-rnacl~ine problem. 

GENETIC ALGORITHM 
The Genetic Algorithm (GA) is an optimization and search technique based on 

Il~eprinciples of genelic and natural seleclion. A GA allows a population composed 
ofmay individuals to evolve under spccific selection mlcs lo a state that iaximizes 
thefitness (i.e,, minimizes the cost function). John Holland et. a!. [17] developed Genetic 
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Algorithm (GA) as a search algorirhm based on the mechanics of natural selection 11 81 in 
order to find optimal or near optimal solution. The main idea of GA is that in order for a 
population of individuals to adapt to some environment, it sllould behave like a natural 
system [19J. This meals tlint survival and reproduction of an individual is promotod by 
thc eli~ninntion of uscless or hnrmrul traits md by rewarding uscful behavior. Genetic 
algorit1rms are a class of adaptive heuristic search teclmiques which exploit gathered 
information to direct tl~c search into rcgions of bcttcr pcrformmce within the search 
spncc. In terms of timc complexity, compared with othcr optimization techniques (i.e. 
idcgcr linmr pmgmmmi~ig, b r a ~ ~ c l ~  rind Imu~~d, Intu xrrrch), GA may orcr a g o d  
approximation for the smnc big-0 time w l m  the state-space is largc 120 & 211. GA 
belongs to the fomily of evolutionary algorithms, along with genetic programming, 
cvolution strategies, n11d cvolutionary programrnitig. Evolutionary algorithms can bc 
considcrcd as a broad class of stochastic optimization techniques. An evolutionary 
nlgoritl~rn mnit~tains a population of candidate solutions for the problem at hand. Thc 
population is then evolved by the iterative application of a set of stochastic operators. 

Genctic Algori tlrm lor Processing n-jobs through &machines: 
The gmneti~ dgcoritlurt far pmmmshg n-fab8 Wough $-mwhinta bm by 

reading the number of jobs and processing times for each job on first machine (ml) and 
sccond mzlchinc (m2) as prcsentcd in Figure 4. 
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.. - . . I Read tlle number of jobs and processing times for each jobs on machine m I and tnacl~ine m2 I 
C 

I Add the processing titncs of mnchinc m I and mnchine m2 I 4  
4 

- .  

Select the job with maximuii~ pi-ocessing tinle and put it into the centre of the sequence 
I + 

Delete the particular jo b fro111 further consiclc~.nlion 
1 + 

[ Select job witb maximum processing time and put it on the left of  central job already assigned I 
4 

Delete the particular job fro111 ful-ther co~~sidcratior~ 
r + 

Select job with maximum processir~g ti~ne and put it into the right of the central job 

NO 

Repeat the process t i l l  the last job is assigned in the sequence 
I 

I Cnlculare ihe overall clnpscd lilnc 1-1 
I Calculnle idle time for machine 111 1 and machine 1112 I 

I Cl Print optimal sequence, idle time o f  maclline m I and machine I 
mZ 4 

f ~ n d )  w 
Fig. 4: Processing of n-jobs through 2-machinw 

CONCLUSION 
This study developed a methad for scheduling in flow-shop by Johnson's 

Algorithm niethod and Genetic AIgorithm method to find an optimal sequence with 
mnakcspeu~ as the criterion. For processing n-jobs through 3-machines, Johnson extended 
the method by deriving a spccial colldition that ~ I I C  smallest processing time for the first 
l~~tlchinc is at Icast as g r c l  cs tl~c largcsk proccssing timc for thc second n~achi~lc. 'Cllc 
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GA procedure mentioned above can also be applied to the n-jobs thrce m&hinc problem 
or in gcncral to thc n-jobs m-machine problems. 
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