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7
STATISTICAL ANALYSIS AND INFERENCES

Bamgboye, E. A, Lucas, E. 0., Agbeja, B.D., Adewale, G.
Ogunleye, B.D. & Fawole, I.

INTRODUCTION
Statistics is a vital tool in any research. Its use starts from the
point of gathering data, through data analysis to the point of
making the final decision or inferences. The aim of this chapter
to take us through these different stages in the use of statistics in
research methods and the ultimate objective is to optimize the
gains of statistical analysis. These gains are achievable through
minimization of errors, correct method of data analysis and
reasonable interpretation of results. It is assumed that the reader
has had some basic training in the fundamentals of statistics as
most terms and concepts are not explained in detail.

DATA GATHERING
The two common means of gathering data for a research
purpose are routine collection from a source and data generation
through surveys and experiments. Data abstracted from a source
are called secondary data as the researchers are usually not
responsible for the original design and collection of the data.
The data generation processes in such cases are usually
established for specific purposes not necessarily for the purpose
for which the investigator or researcher intends to use the data.
But since the information.is available and relevant to the study
objectives of the researcher, it is cheaper to collect data from a
source like this. Historians and social scientists will find this
source profitable. Sometimes a desktop review of available
information may be sufficient for a needs assessment to plan a
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j 14 Bamgboye. Lucas. Agbeja. Adewale, Ogunleve. Fawole

programme. For example, a researcher interested in correlating
weather conditions with some events will do well to collect
weather parameters from the meteorological services. In
medicine, such routine sources include the census, vital
registration systems, institutions such as health facilities, schools
or armed forces, and disease notification systems such as the
cancer registries. Unfortunately, the data from these routine
sources suffer from the problems of timeliness, relevance,
incompleteness, and inaccuracies.

The second source of data is surveys or experiments. These
are planned studies to collect information relevant to specific
objectives, including testing of specific hypothesis. The students
from the Humanities and the Social Sciences, Public Health,
Law and Education are most likely to be involved in carrying
out surveys while students of Agriculture, Physical and
Biological Sciences, Basic Medical sciences, Veterinary
Medicine, Pharmacy and Clinical Medicine are most likely to be
involved in conducting experiments.

Another important consideration is the type of research
methods which could be either qualitative or quantitative. But
since the majority of students will be involved with quantitative
research, our major focus will be on guidelines for the analysis
of data from this type of research. Regardless of the type of data
gathering mechanism, the source yields a primary data. In
subsequent sections, the analysis of data from qualitative
research shall be discussed.

DATA MANAGEMENT
Data management starts from the onset of data collection. There
is no amount of statistical treatment that can completely rectify a
badly collected data to make it useful. If for example, certain
key variables relevant to the study objectives are not included in
the data collected, there is no amount of data imputation or any
statistical manipulation that can make the results of analysis
adequate and reliable. Also, an error introduced at the data
collection stage will propagate through the entire data
management process. This may lead to a false inference. It is
therefore important to:
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• check on the instruments for data collection for
completeness of relevant variables to the study
objecti ves;

• ensure adequate training of interviewers or data
collectors;

• if necessary, appoint supervisors to monitor data
col lection;

• monitor completeness and accuracy of data collected and
correct any error at the point of data collection.

The best way to do this is to check data collected on a daily
basis for immediate detection of errors and corrections. Even
when data is collected from routine sources, the researcher
needs to check the data for missing values or copying errors.
One should ensure that the available relevant data is correctly
abstracted from the existing records.

Another step is for the student to decide on the mode of data
analysis. This can be either manual calculations or with the aid
of the computer. Students are advised to take the advantage of
computer technology and use the numerous computer analysis
packages which are now available. The computer approach does
not only ensure the accuracy of the statistics derived from the
data, its results are faster and more comprehensive than the best
manual computation method.

DA TA CODING/COMPILA TION
The first step in the preparation of data fa! statistical analysis is
coding of variables and compilation of records. Coding is the
translation of responses to items of information on the
questionnaires or data collection sheets to specific categories for
the purpose of analysis. This involves the assignment of
numbers to the various levels of the variables under
consideration. For pre-coded questionnaires, the load of work
here is light but certainly important and tedious for open-ended
questions. For example, the variable gender may be coded with
the assignment of 1 to males and 0 to females while abilities of
students to perform certain educational tasks rated as Low,
Medium and High Abilities may be assigned numeric codes 1,2,
and 3, respectively. i Coding can also mean the analysis of
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factual response data particularly in qualitative research and the
subsequent assignment of individuals to classes or categories, or
the assigning of categories to individuals.

DATA CLEANING/EDITING
As earlier mentioned, data cleaning should start right from the
stage of data collection, when students are advised to go through
each record of data collected on a daily basis. The measurement
and interview errors, inconsistencies, and inaccuracy of informa-
tion can be detected at this stage. The checks are also for
missing values, copying errors such as writing '80' instead of
'18'. Most data sets contain one type of error or the other. After
data entry into the computer or into any similar device in
readiness for analysis, the data should be appropriately cleaned
of a number of errors. Wrong conclusions can be drawn from

. '-'
any data, just because errors have not been checked for and
removed from the primary data. This will defeat the aim of the
research. Any amount of time spent to ensure that the right
image of the data is analysed is therefore justified. Often, once a
clean data:.'ser·js achieved, the analysis itself is quite
straightforwardandfast, compensating for the time spent in data
cleaning. Data'Cleaning is a two-step process including
detection and then correction of errors in the data set.

COlTIlTIOn sources of error during data entry include:

• missing data which have been coded as "999"
e 'not applicable' or 'blank' which have been coded as

"0"
• typing errors during data entry
e column shift in which data for one column are entered

under the adjacent column
e fabricated or contrived data deliberately introduced
~ coding errors

DETECTION OF ERRORS IN DATA SETS
Descriptive Statistics
The calculations in some descriptive statistics can lead to the
detection of some types of errors in a data set. Such statistics
include frequency counts, missing cases, _minimum and'
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Statistical Analysis and Inferences ' r 17 '

maximum values as well as means, medians, mode, range and
standard deviations. With their calculations, one will be able to
detect some extreme or impossible values. If for example we
assign male = land female = 2 in a data set involving gender
distribution, the presence of 3 and 4 in the data set will imply
error in coding or in data entry. Also, if the standard deviation is
higher than the mean value, then some impossible extreme
values or outliers must have been included in the data set. When
these are fished out and corrected, the standard deviation will
become smaller. The following are a few of the ways by which
errors can be fished out.

Graphs
Scatter plots. One other way to inspect the data for errors is to
plot one set of variables against another on a simple x - y graph.
This may reveal the relationship between the two sets of
variables under consideration. If one takes a close look at the
general trend, one may see some points that do not conform to
the general trend. Such points may need rechecking. Plotting the
scatter plots will show the outliers, that is,poil1tsWhich ,do not
follow the general pattern of association.betweerithe.twosets of
variables. ' , ,

Histograms A histogram is the graphical display of frequency
distribution in form of rectangular bars whose heightsrepresent
the frequencies of the data intervals represented by their.widths.
A histogram can also reveal extreme values 'in-a data set by,
showing values which are not within', the range, of-the

, '

distribution, especially when normal distribution .is assumed. If
the data set is small, i.e. less than 100 cases and 10 variables,
cleaning can be done once and for all. However, the process is
done in several stages for a large data set. It" begins with the
examination and correction of the key and importantindepen-
dent variables (e.g. treatment, gender and age). Other variables
may be cleaned as each of them become relevantin the analysis.
The most important thing is never to introduce new variables
into an analysis without first checking for errors ··andmaking
corrections. '
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DATA ANALYSIS
Statistical quantities employed in data analyses are used for
either descriptive purposes or for drawing of inferences or both.
Although there are some special statistical methods for some
specific data situations -and statistical questions, there are some
common standard statistical procedures which cut across all
disciplines, These procedures are useful for carrying out univa-
riate analysis, bivariate analysis or multivariate analysis. The
following are the initial steps basic to all statistical analyses of
data:

• Identify items of information relevant to the study
objecti ves.

• Identify independent or explanatory variables.
• Identify response or dependent variables.
• Identify variables to be derived from other variables.

The computer approach is most favoured for data analysis;
but in doing this, the researcher should check on the following
concerns:

• Is data qualitative or quantitative?
• Is data already in computer format?
• Any need for post coding of data?
'. Which statistical package will be used for database

creation?
• Any need to consult a statistician or expert on the

subject?

As a general rule, the type of data analysis to carry out
depends on the following:

• Study objectives
• Type of data
• Design of study - any effort to reduce variability in sets

of data or minimize errors
• Nature of samples - independent or dependent
• Sample size

General format of statistical analysis of data
Statistics is used specifically to
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9 reduce a large quantity of data to a manageable size,
G present data in understandable form,
8 aid in the study of populations,
• aid in decision making.rand
• aid in making rei iable inferences from observed data.

The following are necessary common activities as first steps
in the statistical analysis of quantitative data:

CiI Make frequency distribution tables for all variables.
• Compute appropriate descriptive statistics.
• Make necessary cross-tabulations dictated by study

objecti ves.
• If comparing or looking for associations among

variables, plot data in a scatter diagram and apply the
appropriate test statistic to determine strength of
association.

• Choose appropriate statistical tests to use, which could
be either parametric or non-parametric. The choice of
which to use is indicated by how much the data available
satisfies the assumptions underlying the developments of
the statistical tests.

As indicated in earlier sections the first activities 111 data
analysis are as follows:

• Prepare a coding format (for example if the statistical
package-Epi-Info is to be used, there is the need to
design the data entry questionnaire). .

• Post code all open questions.
• Ensure all variables are coded appropriately.
• Prepare dummy tables.
• Start data entry.

Nature of Statistical Analysis
The nature of statistical analysis depends on the research
questions which dictate the study objectives in the first instance
and which inform the type of data collected. The usual
objectives of most studies arise from the need

• to estimate certain population parameters,
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• to compare attributes of data in many groups,
• to determine the best treatments or interventions to

produce certain results,
• to find relationships between variables to explain

observed effects, and/or to predict future events from
observed data.

The researcher should be able to identify the extent of
statistics required for data analysis. He should also know if his
study will only need descriptive statistics or will require
statistics to test a certain hypothesis and therefore draw appro-
priate inferences from the data. It is not every statistical work
that requires a test of hypothesis or that must contain P-values or
some of the statistical tests of significance as erroneously
believed by some researchers. Such researchers, who are often
graduate students driven by the desire to impress the examiners,
usually carry out intervention studies even at the expense of
available resources such as time, finance and manpower. This
notion is not correct. Researchers should know that statistics is
only a means and not the end in itself. The research objective
should dictate the extent of statistical analysis required.

Common Statistical Procedures
Descriptive Statistics
These include frequency counts, minimum and maximum values
as well as measures of central tendency such as the means,
medians, mode, range and measures of dispersion such as
standard deviations. Other statistics are ratio, proportion,
percentages and rates.

'\ ",

Use of Graphs or diagrams
For evocative displays of data to draw attention to the salient
features and patterns in the values, graphs and diagrams are used
to summarize and present data. These graphs or diagrams
include scatter diagrams, histograms, pie charts, bar charts,
pictograms and line graphs. Some of these displays such as
scatter' plots and histograms may as previously discussed, reveal
certain features' that may suggest the need for cleaning of data
before further statistical analyses. The choice of appropriate
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descripti ve statistics, graphs or diagrams depends on the types of
data collected and the objective of the study.

TYPES OF DATA
Let us quickly remind ourselves of the two types of data
available. These are qualitative and quantitative data.

Qualitative Data
Qualitative data arise when the observation fall into separate
distinct categories with no notion of numerical magnitude. Such
data are measured on the nominal or ordinal scales. Recall that
nominal scales are mainly classificatory and there is no natural
order between the categories which are alsomutually exclusive,
as no individual can belong to more than one category. Such
data are inherently discrete, in that there is a finite number of
possible categories into which each observation may fall.
Examples include:

• Colour of eyes: blue, green, brown and white;
• Examination result: pass or fail;
• Type of medical diagnosis: Hypertension, diabetes

mellitus, cancer of the breast, HIV infections, asthma,
tuberculosis and irritable bowel syndrome;

. • Gender: Male, Female.

In the ordinal scale of measurements, an ordering exists as
the mutually exclusive categories are graded. It is sometimes
referred to as ranking scale. Examples include:

• Level of Educational Qualification: Teachers Grade II
\ certificate, NCE, B.Ed. or B.A., Masters, and PhD

I degrees;
• Socio-economic status: low, middle or high; Level of

pain: mild, moderate, severe.

Data collected on these scales are referred to as categorical
data. .

Quantitative Data
This type of data has the notion of numerical magnitude. In
other words, the values are expressed in numbers and in sorne
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cases the units of measurements are well known, They have all
the properties of nominal and ordinal scales but are measured on
at least the interval scale. In the interval scale of measurement,
the zero level is always, arbitrary but the differences between
successive points are equal. That is, the difference between 80%
and 81% is the same as the difference between 81% and 82%.
Examples are: Students' scores in a school examination and
"Temperatures of patients measured on either Celsius or
Fahrenheit units". The scale has both numerical magnitude,
direction (interval) and an absolute or true zero. For example, .
height, weight, and age all have absolute zeros regardless of
their units of measurements. For example, zero centimetre
equals zero feet if height is measured on either unit.

The data on these scales of measurements are said to be
discrete if the measurements are integers assuming only whole
numbers or counts. Examples are the number of students in a
class, parity, and apgar score. They are continuous if the
measurements can take on any value, usually within some range
in a continuum. For example, students' score in a Biology test
is a discrete variable while weight and skin fold thickness are
continuous variables.

TYPES OF ANALYSIS
Univariate Analysis
This is when each variable is examined at a time in the analysis
to examine the distribution of values of each set of variables.
This task is also called data exploration. The statistics
appropriate in this situation is to provide precise descriptive
analysis and to make frequency distribution tables for all
variables.

Frequency distributions
These are used basically to describe a given set of data
according to the number of times a value or a data interval
occurs in the data set. They can also be used to test whether two
or more distributors are sufficiently similar to wan-ant merging
them. For instance, if one is studying the performance of boys
and girls in English Language, distribution of the scores of boys
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Statistical Analysis and Inferences 123

and girls may be similar. If this is so, the data for boys and
girls can be merged for analysis.

Graphs
Graphs are two-dimensional representations of relations bet-
ween pairs of variables. If a relation or interaction exists in a set
of data, a graph will show it as well as define its nature. The
types of relationship between two variables include linear,
quadratic exponential, etc.

Descriptive Statistics
Descriptive Statistics include measures of central tendency as
well as measures of variability or dispersion. The three common
quantities for measuring average or central tendencies or
location are the mean, median and mode. They tell what the data
'look like' on the average. The mean is the most important
measure of central tendency, and the most widely used in
research. However, the median (the value in the middle when
the data is arranged in an increasing or decreasing order) and the
mode (the mostly occurring value in a set of data) can
sometimes be useful in some data situations. In particular, the
median ismore appropriate than the mean for graded responses
or quantitative data having skewed distributions. For example,
the median is used as a cut-off point or mark to rank subjects on
a set of scores in categories or classes e.g. high and low abilities.

On the other hand, the measures of variability include the
range, variance and standard deviation. They are very important
because adequate interpretation of data is virtually impossible
without a good knowledge of the variability in the data, as
measured by the standard derivation. In fact, means as summary
indices are not usually reported without the standard deviations.
And when one reports the median as a measure of average, one
should also report the range.

Bivariate Analysis
This is indicated when one is :olterested in exammmg the
relationship between two variables simultaneously. One set of
variables is termed dependent variable and the other,
independent variables. Such analysis can be used to compare
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two groups of data based on certain indicator variables and in
each case test certain hypothesis. In particular, the interest may
be to look for the effect of certain treatments on some
physiological and biochemical parameters. Among other
possibilities, the bivariate system of analysis can examine the
effect of certain teaching methods on the performance of
students at an examination or find out the effect of two different
fertilizers on the yield of certain agricultural crops. The rationale
behind this kind of analysis is to allow us take decisions. Thus,
it is important to note the procedures for testing hypothesis.

Tests of Significance
A test. of significance is a statistical test that attempts to
determine whether or not an observed difference indicates that
the givencharacteristics of two or more groups are the same or
different; or whether a relationship exists between two or more
variables. The procedure for investigating the truth of any
hypothesis is called hypothesis testing and there are six steps by
which the tests are accomplished.

Step 1. State the Null Hypothesis .
The hypothesis is stated in a form that it would be nullified if
. available data do not support it. If it were to compare the
difference in means between two groups, the null hypothesis
will be stated as: There is no difference between the means of
the two groups. If the problem were to test for associations,
then the null hypothesis will assume that there is no association
between the categorical variables. In a study to determine the
effect of a drug suxamethonium on serum potassium levels, the
null hypothe~is/is,:· the dru~ suxamethonium, h~s no ~ffect. on ~e
serum potassium levels. It IS clear that we are 'always testmg the
null hypothesis and we only calculate the probability of
observing a value as extreme or as more extreme than observed
for our test statistics if the null hypothesis were true.

/

Step 2: State the Alternative Hypothesis .
This is usually the research question and it is· the hypothesis to
fall back on whenever the null hypothesis is rejected. This can
be stated either in one direction to yield a one-tail test if one is
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sure of the direction, or in a two-way direction to yield a two-tail
test. For example, the alternative hypothesis to the one stated
above is, can the drug suxamethonium have an effect on the
serum potassium levels?

Step 3: Set the criterion for rejection
How different must the means be before we can say the mean of
group A is not the same as that of group B? Or how big must the
effect be before we can say that it is significant or not
significant? The probability of wrongful rejection of the null
hypothesis should be very small. By convention, a probability of
5% is chosen. This implies that there is only a 5% chance or less
that the mean of group A is similar to the mean of group B.
This 5% describes the area of the unit normal curve with 2.5%
on the right and 2.5% on the left sides of the curve. The level is
called level of significance or the alpha (a) level. Although 50/0
is very common, we can set a level to more stringent values
such as 0.001, 0.01 or less stringent values such as 0.10 or more.
These values correspond to the probability of observing such

an extreme value corresponding to the standard normal deviate
by chance. Another interpretation of the significance level a,
based on decision theory, is that a corresponds to the value for
which one chooses to reject or accept the null hypothesis H;

Step 4: Choose appropriate test statistics
Recall that you are at liberty to use a parametric or non-
parametric test statistic according to whether .you are assuming
an underlying distribution for your data or using a distribution-
free method. The relevant parametric test statistics for
comparing two mean values is the student t-test, if the two
groups are independent; otherwise it is the paired t-test if groups
are dependent. If your data do not satisfy the assumptions
underlying the use of this test statistics, then a non-parametric
equivalent is the Mann- Whitney-U test if the groups are
independent or. the Wilcoxon-rank sum test if dependent.

Step 5: Evaluate the test statistics
Although this can be done manually for a small data set, the use
of the computer is recommended for reasons stated earlier.
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Indeed there are many statistical packages that are available for
calculating virtually all the test statistics depending on the
problems.

Step 6: Conclusions and drawing of inferences
This last step in the test of hypothesis entails drawing
appropriate conclusions from the observed data and taking
decisions. Recall that the p-value or u- level of error is the
probability of observing a calculated value of the test statistic or
an extreme value if the null hypothesis were true. These p-
values or u- level of' errors can be obtained from appropriate
statistical tables to test the statistics used. For example, there is a
table for t-distribution from where the appropriate level of en or
can be obtained if the student t-test has been used. Recall that
the student t-test is appropriate for comparing two mean values.
The decision rule is based on ti ,e a - level error. If the value of t
from the table at the chosen 0.- level error is smaller than the
calculated value in step 5 above, we reject the null hypothesis
and take the alternative hypothesis. It is very common to choose
u- level of 5% even though other levels can be chosen. Then we
say if p<O.05, we reject the null hypothesis and conclude that
our data do not support the null hypothesis.

One common problem is to generalize our result beyond the
sample data. There are a lot of considerations before genera-
lizing results beyond the study sample. You may need to check
how representative of the target population your data is. How
big are your sampling errors? How well have you taken care of
confounding factors. Can you strictly attribute observed
treatment effects to the treatments only? In other words, a lot of
caution is necessary when interpreting findings. As much as
possible, make sure to write the report in the context of the
problem.

SOME OTHER STATISTICAL TESTS
Let us now describe the most commonly used statistical tests for
measuring the strength of association between two variables or
comparison of two groups in detail.
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Test of Association
It may be the objecti ve of the study to examine the association
between two variables. The strength and weaknesses of thisc...

association could be very: important as one of the steps to
determine causal relationship. As mentioned, the type of data is
one of the factors that will determine the type of statistical
analysis and test statistics.

Qualitative Variables and the Contingency Table
The values of qualitative variables are attributes which merely
define the categories of interest. These attributes are mutually
exclusive and each individual subject can' only belong to one
category of the variables. In examining the association between
any two categorical variables, each subject is allocated to
corresponding categories. The resultant cross-tabulation yields
contingency tables whose size is dictated by the number of
categories of each variable. Note that the entries in each cfll of
the tables are numbers and the contingency table consists of a
number of rows and columns. The smallest contingency table is
a 2 x 2 contingency table in which each variable has only two
values and the contingency table yields two rows and two
columns.

Example
The interest of the researcher may be to find out the association
between survi val rate and the type of treatment given for a
particular health condition. The patients ~re divided into two
groups; group A was given streptomycin as well as bed rest and
the other group B placed on bed rest only. The results showed
that 4 out of 55 patients in group A died before 6 months period
while 14 out of 52 in group B died during same period.

Question: Is there any significant association between treatment
recei ved and survi val?
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Organize data in a 2x2 table

Outcome of Treatment
Treatment Death Survival Total
Group A 4 51 55

(9.25) (45.75)
Group B 14 38 52

(8.75) (43.25)
Total 18 89 107

. Two contingency tables have been combined above. One. is
from the observed data given while the other is calculated based
on the null hypothesis that there is no difference between the
two methods of treatment. The data for the calculated is given in
parentheses in each cell. The statistical test to be carried out
involves comparing the calculated value of X2 (Chi-square)
based on the difference between the two contingency tables with
the value of l read from the table at a = 5% and (r-l)(c -1) = 1
degree of freedom. The calculated X2 is based on the following
definition:

X2 = L(O; -E)~ ='(4-9.25f + (14-8.75)2 + (51-46.75)2 + (38-43.5)2 =7.37
e, 9.25' 8.75 46.75 43.5

where OJ is the observed frequency in the ith cell of the
contingency table and E, is the expected frequency given that the
Null Hypothesis is true. The expected value under the null
hypothesis that "there is no association between type of
treatment and outcome of treatment" is given in brackets in the
table. The value of X2 from the table at 1 degree of freedom at
5% level is 3.841, which is far less than the calculated value of
7.37. Therefore we conclude that there is a statistically _
significant association between type of treatment and outcome
of treatment (P<0.05). A look at the data shows that the survival'
rate is better in the group given streptomycin in addition to bed
rest.
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Yate's correction for continuity
When we have a 2 x 2 contingency table as we have above, we
should make some corrections to allow for the discrepancy in
approximating a discrete sampling distribution with a
continuous distribution. This correction is accomplished by
subtracting Y2 from the absolute difference between the observed
and expected frequencies. That is:

X2 = L(IO; - E;I-1)2
E;

The quantity+ is Yate's correction for continuity. The~ .
researcher can try and find the corrected value of l in the above
example.

Paired Samples
One of the criteria to consider in the choice of a test statistic is
the design of the study . We check whether the samples are
dependent or independent. Recall that to ensure comparability of
groups, one way is to match groups on important variables and
we only attribute any differences to the interventions.
Sometimes, the same subjects are exposed' twice and the. .

.differences are measured. An example will make this clearer and
we now consider qualitative variables.

Example
,A retrospecti ve study was done to find out if certain strains of
influenza could be teratogenic when infection occurs during the
first trimester of pregnancy. Each of 229 women who had
defective babies following an influenza epidemic was matched
with a control among those who had normal babies following
the epidemic. The data from this design revealed that there are
four different types of women. The result is as follows:
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Type of Women with Wumen with no Number of
Pairs defective babies defective babies pairs of

women
1 +ve influenza +ve influenza 80
2 +ve.influenza -ve influenza 40
3 -ve influenza +ve influenza 63
4 -ve influenza -ve influenza 46

This data can also be presented in a 2 x 2 contingency table
as shown below

Influenza + influenza -
Birth + 80® 63(s) 143
Defect - 40(t) 46(u) 86

120 109 229

.,
Using Me -Nemers' Test statistics; X 2 = (s - t) - = (63 - 40) ~ 5.14

s+f 63-40
P<0.05

Conclusion
The babies without birth defects appear more likely to be free
from influenza. You may need to consult appropriate Statistics
textbooks for details of the statistical methods chosen.

Further use of the Chi-Square Test
Goodness of Fit Test
Often, we may need to compare an observed frequency
distribution with the expected distribution from- a theoretical
model. We may also want to test an observed frequency
distribution against a known population frequency. The
statistical procedure of test of goodness of fit using l test
becomes very useful in doing this.

Example
Gastric Cancer is postulated to occur more often in persons with
Type A blood. Suppose 200 patients with gastric cancer have
the following percent of blood type: 0(38%) A(52%), B(l %)
AB (3%) and suppose it is established in the general population
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that the percents of AOB groups are: 0(45%), A(40%), B(l2%)
and AB(3%).

Question: Is there a statistically significant difference between
the blood type frequencies' in the sample and in those existing in
the general population?

Solution:

Blood Groups

0 A B AB Total

Observed 76 104 16 4 200
Frequency
Expected 90 80 24 6 200
Frequency

(76-902 (l04-802 (16-242 (2-6/ 1TI ]---+ + + =
90 80 24 6

The value of l from the table at v = n - 2 = 2 degrees of
freedom at 5% level is 5.99, which is far less than the calculated
value of 12.71. The conclusion here is that there appears to be a
statistically significant difference between the distribution of
blood types among patients with gastric cancer and the
distribution in the general population.

Fisher's Exact Test
This is applicable in a data situation when there are extremely
low frequencies in a 2 x 2 contingency table and one is in doubt
as to the adequacy of continuity correction, In this case, it will
be necessary to calculate the probability of observing the figures
in the cells conditional on the marginal totals.

Example
Efficacy of Anti spasmodic drug in controlling seizures

Seizure Status
Druz + ve ve totale
Placebo 2 (a) 6(b) 8 (a+b)

7 (c) 1 Cd) 8 (c+d)
Total 9 (a+c) 7 (b+d) 16 (n)
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p = (a+b)! (c+d)! (b+d)! (a+c)!
111 a! bl c! d!

p = 8! 8! 9! 7! =
16! 2! 1! 6! 7!

0.020

REGRESSION ANALYSIS
if the researcher's interest is to determine the relationship
between variables in terms of magnitude and direction, a
regression analysis or correlation analysis is carried in the case
that the data are quantitative. When the objective is to explain
one variable from the knowledge of the other 'for purposes of
prediction, the regression model is always fitted to the data. But
if it is to determine the strength of relationship between the
variables, the correlation coefficients are calculated. Again, the
choice of test statistics to determine the strength of association
or relationship between the variables depends on the kind of
data and this will suggest the use of either parametric or non-
parametric statistics. Thus, the product-moment coefficient of
correlation (r) or the Spearman rank-order correlation coefficient
(rs) may be calculated as a measure of relationship. The value of
the coefficient lies between -1 and + 1 and the student t-test can
be used to assess its statistical significance. Please note that
when only two variables are involved, the product-moment'
correlation coefficient is mostly used provided the data set
satisfies the assumptions underlying the use of a parametric test.

Some Uses of Regression Analysis
1. To learn if Y, the dependent variable, does depend on X,

the independent variable;
'-) To predict Y from X;
3. To determine the shape of the regression curve;
4. To determine error in Y in an experiment after

adjustments have been made for the effect of a related
variable X;

S. To test a theory about cause and effect.
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Steps in Regression Analysis
Regression analysis is performed on populations with bivariate
distributions i.e. distributions in which the variables are
associated in pairs. That is, for every measurement of a variable
X, there is a corresponding' value of a second variable Y. The
variable from whose values predictions are to be made is
denoted by X and variable whose values are to be estimated or
predicted is denoted by Y.

1. The first step in regression analysis is to represent the n
pairs of values of X and Y as n points on a graph to

. obtain what is commonly referred to as a scatter
diagram. The independent variable X is plotted along
the horizontal axis while the dependent variable, Y is
plotted along the vertical axis.

2. A straight line, the line of "best fit" is drawn connecting
as many points as possible on the scatter diagram. This
line is called the sample regression of Y on X. Its
position is fixed by two results:
(i) It passes through the' point 0 (X, y), the point

determined by
(ii) the mean of each sample.
(iii) Its slope is equal to b in the unit of Y per unit of

X, where b is the coefficient of X in the
regression equation ..

Now, the equation of any non-vertical line can be written in
the form: Y = a + bX where a is the intercept on Y-axis and b
the slope of the line. A particular line, therefore, is completely
determined if the values of the constants a and b in its equation
are known. Therefore, in order to find the line of best fit to a
scatter diagram of n points, we must determine a and b in such a
.way that the n points lie as close to the line as possible. After
the equation of the line of best fit has been determined, it will
yield for each X-value a certain Y-value, which will be an
estimate of the actual Y-value. The equation of the line of best
fit can therefore be written in the forin
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Ye :::a + bX where Ye is the estimated value obtained from
the line and Y is the actual value obtained by measurement ..

Example
The age X in weeks and mean height Y in centimetres, of
cowpea plants are given in the following table. Find the
equation of the line of regression of Y on X. Calculate the
standard error of estimate for the regression.'--

x Y xy x- Y- Ye Y-Ye (Y-YeY
1 5.5 5.5 1 30.25 -0.52 4.98 24.800,.,

6.8 13.6 4 46.24 13.19 -6.39 40.800•..
3 25.0 75.0 9 625.0 26.9 -1.9 3.61
4 40.0 160.0 16 1600 40.61 -0.61 0.372
5 55.0 275.0 25 3025 54.32 0.68 0.462
6 72.0 432.0 . 36 5184 68.03 3.97 15.761
7 80.0 560.0 49 6400 81.74 -1.74 3.028
28 284.3 1521.1 140 16910.49 88.865

The mean X = 4 while the mean Y - 40.614. The
regression equation Y = a + bX

b= LXY-XY _ 1521.1-7(4x40.614)
LX2 -nX 140 - 7 x 16. = 13.71

a = Y -bX = 40.60 - (13.37x4)= -14.23

That is, the equation of the regression line is therefore
Y = -14.23 + 13.71X
Standard error S; of estimate for the regression n calculated

.. 2 L(Y - Ye)2
IS given by: S e = -----

17

where Ye is the predicted value of Y from the regression
equation. That is,

s = lS.S65 = 3.56
e 7
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CORRELATION ANALYSIS
Correlation coefficient is another measure of the mutual
relationship between two variables. Correlation coefficient
denoted by r is a quantitative expression of the strength of the
linear relationship between two variables. The relationship
between the variables X and Y can be determined from a sample
of n pairs and the first step is the construction of the scatter
diagram for the data to illustrate the existence and the nature of~ . .
a relationship. The figure below shows the signs of the cross
products, XY in the four quadrants of x-y coordinate system. If
in each quadrant, the number of points in the scatter diagram is
approximately the same, no linear relationship is indicated, and
the sum of the products 2:XY will be numerically small.

y.

II
(-) (+)

(+)

III

(-) x
IV

If, however, the points follow a linear trend and occur
mostly in quadrants I and III, the positive products will
predominate, and LXY will be positive; if most of the points fall
in quadrants II and IV, LXY will be negative. It is evident
therefore, that the sum of the product (LXY) and the mean
product (LXY In) are indicators of a linear relationship between
the values of X and Y, and that the larger LXY is in absolute
value, the closer the points lie to a straight line and the stronger
is the evidence of a.linear relationship.

UNIV
ERSITY

 O
F I

BADAN LI
BRARY



136 Balli ebovc. Lucus. Agbeja, Adewale. Ogunleye. Fawole
'- .

To find the sample correlation coefficient, denoted by r, we
C0111puteLx2, L:/ and L:XY as was done for regression analysis.
Then

The sample correlation coefficient r is a measure of the
degree of the linear relationship between two variables.

Two Properties of r
(1) r is a number without units or dimensions, because it

is a ratio of two quantities that are of the same
product of X and Y. One useful consequence is that r
can be computed from coded values of X and Y. No
decoding is required.

(ii) r always lies between -1 and +1. Positive values ofr
indicate a tendency of X and Y to increase together.
When r is negative, large values of X are associated
with small values of Y.

Example
The computation of correlation coefficient can be demonstrated
with the example on regression analysis given above.

This implies very strong correlation. The significance of the
correlation coefficient can be examined by postulating a Null
Hypothesis that there is no correlation between X and Y. That is,
the population coefficient is O. The statistic to test is given by:
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f - r - -r==0=,9=9=:::;:::-. = 15.69-P - 1-(0.99)2
~~ 7-2

For n = 7 or degree of freedom v = 5, the value of t from the
student's t-distribution table at 5% level, to,05= 2.015. That is,
the calculated t is greater than t from the table. \Ve therefore
reject the Null Hypothesis and accept the alternative. That is, the
con-elation coefficient of 0.99 is significant meaning that age of
the plant (X) is linearly related to the height of the plant (Y).

C01VIPARISON OF TWO GROUPS: QUANTITATIVE
DATA
Analysis of Differences
A research study may seek to analyse differences between
means. For instance, if the objective is to ascertain the effect of
some forms of instruction on pupils' performance, the difference
between the variances of groups taught by differing methods can
be tested easily. The t-test is relevant if only two groups are
involved in the experiment while the Analysis of Variance
(ANOV A) becomes relevant with more than 2 groups. Since the
t-test and ANOV A are both inferential statistics, certain
assumptions underline their use. One of these assumptions is
that the observations (scores) are independent and the value of
anyone observation should not be related to the value of another
observation. Another assumption is that the scores in the
population are normally distributed.

Also, the Analysis of Covariance (ANCOVA) invented by
Ronald Fischer is appropriate when the subjects in two or more
groups are found to differ significantly on a pre-test or other
initial variable. In this case, the effects of the pre-test and/or
other relevant variables are adjusted and the resulting adjusted
means of the post-test scores are computed.

The Student T-test
The student t-test has an underlying normal distribution and, as
earlier mentioned, it is effective in situations where the sample
size is less than 50 and the population standard deviation is
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estimated from the sample data. The major difference between
the normal distribution and the student t-distribution is that the
latter has more areas at the tails of the curve which is dependent
on the degrees of freedom. Therefore a new Table of areas was
constructed for the student t-distribution and simply called the t-
table. The standard t-table is based on n-Z degrees of freedom
and when the sample size is more than 50 the t-table and Z-table
have the same areas under different segments of the curve. In
many clinical researches, the sample size is usually small and
the values of the population standard deviation unknown. This
explains why the student t-test is one of the most popular
statistical tests with medical doctors wheri comparing two mean
values.

S2 . ~(XI _n)2 + ~(X2 -x2)

111 + n2-2

or
'2 (lll -1)sI2+ (n2 -l)s;s = -'-----.:....----=:.---=--

121 + n, - 2

We start the t- test by setting a Null hypothesis that there is
no difference in the means of the two samples being compared.
That is, they are from the same population, which will imply
that J.ll==J.l2' The test statistic, simply written as t-test is as
follows: I

'") '")

S-I S-2
-+-
nl n2

The number of degrees of freedom is given by (11/+n2)--2
while XI is the mean of the measurement in the first sample
.with size n ~, x2 the mean of the measurement in the second
sample with size n2 and s-and S2 are the standard errors of the
samples. When the t-value is evaluated, the probability of
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obtaining a value as extreme as that obtained under the null
hypothesis is derived from the t-table at the appropriate degree
of freedom.

Pooled Variance
Suppose we have two samples XI and X2 of sizes n, and n2 which
have been drawn from two populations whose variance S2 is
unknown. The pooled variance of the two samples can be
calculated.

Example .
The mean time taken in days to regain birth weight by 20
children fed on the standard premium formula is 13.1 days with
a standard deviation of 5.3 days. Another comparable group of
20 children fed on prematalac milk had a mean of 9.9 days and a
standard deviation of 3.7 days to regain their birth weight. Is
there a significance difference in the number of days to regain
birth weight as a result of the different types of milk? Comment
on your findings.

Solution:
Step 1: Set up a Null Hypothesis which 'states that there is no
difference in the number of days taken to regain birth weight
between the children fed on the standard premium and
prematalac milk. That is, the two samples are from the same
population.

H, : 111- 112 = 0

Step 2: Set up an Alternative Hypothesis that there is a
difference between the means and hence the samples belong to
two different populations.

HA: 111-112* 0 or
HA : Either 111 > 112 or 111 < 112

That is, no direction of the difference has been given and so
we call this scenario a two-tailed test. But the second expression
for HA when a direction is gi ven, we call a one-tailed test.
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Step 3: The level error (a) for statistical significance is 0,05.
Step 4: The test statistics chosen is. the student t-test for
independent samples which according to the definition when
Null Hypothesis is assumed is:

, 1

S-I S-2
--+-
III 112

13.1-9.9
1 15.3- 3.7-

--+--
20 20

= 2.214

Step 5: Check the t-table for h at a = 0.05 and v =20+20 -2 =38
degrees of freedom. The value of h from table is 1.64.
Step 6: We now conclude that our data is not consistent with the
null hypothesis and it appears that the difference in the average
time to recover birth weight is statistically significant. In other
words, it appears children on the new milk prematalac recovered
birth weight more quickly. If we had used the pooled estimate
variance (S2) in calculating the standard error, the conclusions
could have been the same. Thus pooled estimate of variance:

S2 = 19x5.32 + 19x3.72
= 20.89

20+20·:- 2

In that case, our calculated t = ~20.8J_1- + _1_1 = 2.214

~~20 20)

131-9.9

with 38 d.f as before.

COMPARISON BETWEEN TWO MEAN VALUES:
DEPENDENT GROUPS
As mentioned earlier, the design of the study may be such that it
has some pairing properties where for each value of a variable in
one group there is a twin relation in the other group. Such
designs results when:

i. matching has taken place on all possible confounding
factors that could cause systematic differences or
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11. observations are taken from the same experimental
units at two different times say before and after an
intervention (treatment). Units serve as self-control.

The student t-test used in this situation is called the Paired
t-test.

Student paired t-test
The focus of analysis is on the difference between the
individual pairs of observations rather than the difference
between the means of each group. Therefore the mean of the
differences between individual pairs is tested rather than the
differences between the means. Thus paired t-test is given by the
formula:

d-O
t=--

a

where d is the mean of the differences between individual pairs
and c is the standard error of the differences between each
paired observations. Recall the formula for the standard error of
a mean as standard deviation divided by the square. root of the
sample size which is the number of paired observations in this
case.

Paired Sample
Ten patients participated in a clinical trial of a new drug to
control hypertension. Their systolic blood pressures before and
after the use of the drug are as follows:

Patients I 2 3 4 5 6 7 8 9 10
Before 160 140 180 160 225 150 150 140 170 165
After )40 150 170 130 180 120 150 120 130 140
d. 20 -10 10 30 45 30 0 20 40 25

Is there any significant effect of the drug?
Solution: You should follow the six steps as in the previous

example.
Step 1: Ho: d = 0
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Step 2: HA: d':f: 0
Step 3: a = 0.05
Step 4: choose student paired-t test.

- -
t=(d -0)/0" where d= ~di/n= 210/10=21.0

and c ~ st~ev ~ l~ ~ 5.416
n 10

. 21.0 8
That IS, t = = 3. 77 on d.f. = n - 1 = 9

5.416

Step 5: Checking the table for the significance or P-value, we
find P<0.05.
Step 6: Conclusion: The drug effect is statistically significant
and it appears it has a lowering effect on systolic blood pressure.

QUALITATIVE DATA
Parametric test of significance
These are statistical tests whose models do not require strict
conditions or assumptions about the form of distribution for the
population parameters under test. Hence they are sometimes
called distribution-free methods. It is, specifically useful to test
hypothesis on such data with any of the following
characteristics:

1. Few observations
11. Skewed distributions that cannot be transformed to

normal distribution
111. Graded responses usually on the nominal and ordinal

scales of measurements
IV. Quick and easy analysis
v. Results requiring exact probabilities

Test of Means
To compare the average values computed from two independent
samples, the non-parametric test to use is Mann-Whitney U
Rank-Sum Test or the equivalent, Wilcoxon two sample rank
tests. For paired samples, the Sign Test or the 'Wilcoxon signed
Rank tests are used. The Analytic Approach is to use the
relati ve positions of observations rather than their actual values
in the ranking. Where the data of interest meet the assumptions
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underlying the parametric tests, the non-parametric tests are
weaker! These tests will not be described here but can be found
in statistical textbooks.

Further Qualitative Data Analysis
Standard statistical techniques exist for the analysis of
qualitative data from focus group discussions and in-depth
interviews. Recall that such data are usually collected as:

1. Text
2. Audio-taped Conversation/Responses
3. Observed Behaviour
4. Video-taped Behaviour

The method of analysis include
• Text coding;
• Intuition;
• Graphical displays;
• Grounded theory methods;
• Deconstruction;
• Levi-Straussian analysis and;
• Dream analysis.

MUL TIV ARIA TE ANALYSIS
The multiple correlation coefficient (R), Analysis of Variance
(ANOV A), Analysis of Covariance (ANeOV A) and other
multivariate analysis techniques such as multiple regression,
canonical correlation, discriminant analysis, factor analysis, path
analysis or causal modelling may also be used depending on the
research question or hypothesis and data available.

MUL TIPLE REGRESSION ANALYSIS
There are data situations when many variables are required to
explain the dependent or response variables. In this regards, the
regression of Y on a single independent variable is often -
inadequate. Two or more Xs may be available to give additional
information about Y by means of a multiple regression on the
X's. Some of the uses of multiple regression analysis are:
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1. To construct an equation in the X's that gives the
best prediction of the values of Y.

11. To find the subset that gives the best linear
prediction equation when there are many Y's.

111. To discover which variables are related to Y, and, if
possible to rate the variable in order of their
importance.

Multiple regression analysis is a complex subject. The
calculations become lengthy and cumbersome when there are
numerous X-variables, and it is hard to avoid mistakes in
computation. However, standard electronic computer program-
mes are available for such analysis.

Example
Multiple linear regression analysis may be illustrated by an
investigation of the source from which maize plants in various
soils obtain their phosphorus. Or the effect of certain socio-
demographic variables on the values of systolic blood pressures.
Results of an experiment to measure the concentrations of
inorganic (XI) and organic (X2) phosphorus in different types of
soil and the phosphorus contents (Y) of com grown in such soils
are shown in the table below these three variables. Let us
consider how to determine X I and X2 then determine Y

Soil Sample X, (ppm) X2 (ppm) Y
1 0.4 53 64
2 0.4 23 60
3 3.1 19 71
4 0.6 34 61
5 4.7 24 54
6 1.7 65 77
7 -- - 9.4 44 81
8 10.1 31 93
9 11.6 29 93
10 12.6 58 51
11 10.9 37 76
12 23.1 46 96
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13 23. [ 50 77

14 2 \.6 44 93
[5 23.1 56 95

16 1.9 36 54

17 26.8 58 168

18 29.9 51 99

Solution
In this example, there were 18 soil samples;
regression equation is as given in equation (1)

Prediction equation Y = a + b,X I + bz X 2

where a = Y +b.K; -b2X 2

the multiple

(1)

(2)

b = CLxi)CLXIY)~CLXIX2)CLX2Y)

I (LX;)(LX;) - CLXIX2)
(3)

b = (LXI2)(LXzY)-CLXI2)CLXIY)

2 CLx~)CLX;)-(LXIX2)
(4)

Xl is obtained by subtracting X, bar.from each X,
- -

Xl = X I - X, x2 = X 2 - X 2 and

y=Y-Y

XI' X z and Yare the means of X; X2 and Y, respectively.

It is advised to construct another table as follows to facilitate
the calculation of these quantities.UNIV

ERSITY
 O

F I
BADAN LI

BRARY



146 Bamgooye, Lucas. Agbeja, Adewale, Ogunleye, Fawo!e

I

Soil X, X2 Y
y (Y - y) x,(X,-X,) x,(X,-X,) X,X2

Samples
I 0.4 53 64 -17.28 -11.54- 10.89 -125.67

2 0.4 23 60 -21.28 -11.54 -19.11 220.53

3 3.1 19 71 -10.28 -8.84 -23.11 204.29

4 0.6 34 61 -20.28 -11.34 -8.11 91.97

5 4.7 24 54 -27.28 -7.24 -18.11 131.12

6 1.7 65 77 -4.2l5 -10.24 22.89 -234.39

7 9.4 44 81 -0.2l5 -2.54 1.89 -4.80

R 10.1 31 93 11.72 -1.84 -II. I I 20.44

9 11.6 29 93 11.72 -0.34 -13.11 4.46

10 12.6 58 51 -30.28 0.66 15.89 10.49

II 10.9 37 76 -5.28 -1.04 -5.11 5.31

12 23.1 46 96 14.72 11.16 3.89 43.41

13 23.1 50 77 -4.28 11.16 7.89 88.05

14- 21.6 44 93 11.72 9.66 1.89 18.26.
15 23.1 56 95 13.72 11.16 13.89 155.01

UNIV
ERSITY

 O
F I

BADAN LI
BRARY



Statistical Analysis and Inferences 147

16 1.9 36 54 -27.28 -10.04 -6.11 61.34

17 26.8 58 168 86.72 14.86 15.89 236.13

IS' 29.9 51 99 17.72 17.96 8.89 159.66

Sum 215.0 758 1465 -0.04 0.08 0.02 1085.61

.4321.02 . 4321.02 4321.02 4321.02 4321.02 4321.02 4321.02 4321.02

, Mean 11.94 42.11 81.28

L(sqrs) 4321.02 35076 131299 12389.61 1752.96 3155.78
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Soil XI X2 XIY X1Y XIY X2Y
Samples
I 0.16 25.6 25.6 199.411 -188.179

2 9.20 24.0 1380 245.571 406.661

3 58.9 220.1 1349 90.875 237.571

4 20.4 36.6 2074 229.975 164.471

5 112.8 253.8 1296 197.507 494.041

6 110.5 130.9 5005 .43.827 -97.969

7 413.6 761.4 3564 0.711 -0.529

8 313.1 939.3 2883 -21.565 -130.209

9 336.4 1078.8 2697 -3.985 -153.649

10 730.8 642.6 2958 -19.985 -481.149

1] 403.3 828.4 2812 5.491 26.981

12 1062.6 2217.6 4416 164.275 57.261

13 1155 1778.7 3850 -47.765 -33.769

14 950.4 2008.8 4092 113.215 22.151

15 1293.6 2194.5 5320 153.115 190.571

16 68.4 102.6 1944 273.891 166.681

17 1554.4 4502.4 9744 1288.659 1377.981

18 1524.9 2960.1 5049 318.251 157.531

Sum 10139.50 20706.20 63825 3231.48 2216.44
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Substituting the values, we have

b = (315578x3231.48)-(1085.61-3231.48) =1.7898
I (l752.96x3155.78)-(l085.6)2

Similarly, b2 = 0.0866 such that;

a = Y -b1X1 -bzX =81.28-(1.789x8911.94)-(O.0866x42.11) =56.26

and the prediction equation: Y = a + b, X I + b2 X 2

That is, Y = 56.26 + 1.7898X I + 0.0866X 2

Predicted values

Soil Sample XI (ppm) X2 (ppm) Y Y n (pprn) y- v,
1 0.4 53 64 61.6* 2.4*
2 0.4 23 60 59.0 0 1.0
3 3.1 19 71 63.4 7.6
4 0.6 34 61 60.3 0.7
5 4.7 24 54 66.7 -12.7
6 1.7 65 77 64.9 12.1
7 9.4 44 81 76.9 4.1
8 10.1 31 93 77.0 16.0
9 11.6 29 93 79.6 13.4
10 12.6 58 51 83.8 -32.8
It 10.9 37 76 79.0 -3.0
12 23.1 46 96 101.6 -5.6
13 23.1 50 77 101.9 -24.9
14 2 \.6 44 93 98.7 -5.7
15 23.1 56 95 102.4 -7.4
16 1.9 36 54 62.8 -8.8
17 26.8 58 168 109.2 58.8
18 29.9 51 99 114.2 -15.2

Sum . 1463.0

*The predicted value Yp can be estimated for each soil -
sample from the fitted regression. For soil 1 for example, Yp =
56.26 + 1.789 8 (0.4) + 0.0866(53) = 61.6ppm. The predicted
value for each soil sample has been calculated this way and
tabulated in the table above. The quantity Y - Yp is the
deviation, which measures the failure of the X's to predict Y.
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For soil 1, Y - Y, = 64 - 61.6 = +2.4 ppm. The other values
have been calculated and tabulated also in the table.

FURTHER ANALYSIS
In S01ne disciplines such as plant breeding genetics and ecology,
further analysis beyond the analysis of variance is often
necessary and several statistical techniques are available for
such further analysis. Some of these techniques include:

(i) Principal component analysis
(ii) Cluster analysis
(iii) Generation mean analysis

FURTHER ANALYSIS OF VARIANCE TECHNIQUES
In agricultural research studies, the main focus is to increase
productivity. Productivity may be in terms of yield. That is,
increase in quantity, quality, and other desirable attributes such
as size and shape. In order to achieve the set objectives, it is
imperative to carry out the needed experiments either in
glasshouses or in the field with well-considered experimental
designs. The general rule is that the simplest design is likely to
provide the required precision. A good experimental design is
necessary for the collection of data so that differences among
individuals or differences associated with the way the data were
collected can be removed from experimental error. Some of the
designs commonly used in agricultural research are the
following:

(i) The Complete Randomized Design
(ii) The Randomized Complete Block Design
(iii) Latin Square Design
(iv) The Split Plot Design
(v) The Split-Split Plot Design

The statistical analysis must reflect the effort in these
designs to reduce sampling variation. In this section, only
examples of the use of Randomized Complete Block design will
be given because it is the most commonly used in field trials.
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RANDOlVlIZED COMPLETE BLOCK DESIGN
This design will be employed to find out the effect of different
levels of nitrogen fertilizer on the grain yield of a maize cultivar
(FARZ 27).

The nitrogen levels:

No - No nitrogen applied
N I - 25 KgN/ha
N 2 - 50 KgN/ha
N3 - 100 KgN/ha

Number of replicates: 5

The grain yield (t/ha) at the harvest can be arranged into
Blocks and Treatments as follows for ease of analysis .

.. .._ .. ,

Nitrogen Levels

-
Block No

---
NJ N2 N, TOTAL-'

1 5.5 -- 6.4 6.6 7.1 25.6
2 5.7 6.0 6.3 6.8 24.8
3 4.6 -- 5.1 - 5.6 6.7 22.0
4. 3.2 3.6 4.7 5.3 16.8
5 2.7 -- 3.4 4.0 3.9 14.0
Total 21.7 -- 24.5 27.2 29.8 103.2
Mean 4.34 4.90 5.44 5.96

--

. Grand Total, G = 103.2 Total number of values (N) 5 X 4 = 20

Analysis:
Step 1: Calculate Correction Factor (CF)

CF'= _G2 _ (103.2)2 = 532.512
N 20

Step 2: Calculate the Total corrected sum of squares (TCSSQ)

Total SOS = (Total uncorrected sum of squares) - CF
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= 5.52 + 6.4 2 •.•.••• .4.02 + 3.92 - CF = 566.46 - 532.512 = 33.948

Step 3: Calculate Block BSSQ

Block BSSQ = Sum of squares of block total CF
Number of replications per block

= 25.62 + 24.82 + 22.02 + 16.82 + 14.02
- CF

4
= .558.16 - 532.512

- 25.648

Step 4: Calculate Treatment TSSQ
Treatment TSSQ = Sum of Sql:lares of treatments Total - CF

Number of replications per treatment
= (21.72 + 24.52 + 27.22 + 29.82) - 532.512

5
7.292

Step 5: Calculate Residual Sum of Squares (RSSQ)

RSSQ = SOS total- SOS blocks - SOS treatments
= 33.948 - 25.648 -7.292
- 1.008

Step 6: Calculate the degrees of freedom (d-f)

Blocks d.f, = r - 1 = 5 - 1 = 4
Treatment d.f. = t - 1 = 4 - 1 = 3
Residual d.f. = Total d.f. - Block d.f. - Treatment (d.f)

- 19-4-3 = 12

Step 7: Complete Analysis Of Variance Table

Source Deg SOS MS VR
of freedom

Block 4 25.648 6.4120 76.33
Treatments 3 7.292 2.4307 28.94
Residual 12 1.008 0.0840
Total 19 3.9483

UNIV
ERSITY

 O
F I

BADAN LI
BRARY



Statistical Analysis and Inferences 153

NOTE:
(i) Mean square (MS) is calculated by dividing the sum of squares by

degree of freedom.
(ii) The variance ratio (VR) is obtained by dividing the treatment mean

square (2.4307) by the residual mean square (EMS, 0.0840)

The VR for a block is calculated by dividing the Blocks
Mean Square (BMS = 6.4120) by RMS.

Step 8: Conduct F - test
The Variance Ratio (VR) for treatments is 28.94 on (3,12) d.f.
To test at 5% level the hypothesis of no difference in treatment
effects, we look up (F3 12, 5%) in the 5% F-table. The entry in
column 3 and row 12 is 3.49 i.e. F (3. 12,5%) = 3.49. Our value of
28.94 is much greater so we conclude that there is evidence that
the treatments have different effects.
For 1% the F (3. 12 1%) = 5.95 is still greater, so there is strong

evidence of a difference in the treatment effects. For 0.1 % the
value is 10.80. The result is still greater, so there is a very
strong evidence of different treatment effects.
In some cases, it may be necessary to quote a probability P-

value. In this example, P<O.OOl. This means there is less than
0.1 % .chance of getting a Variance Ratioas great as the value of
28.94 if there were no underlying treatment differences.

Step 9: Compare treatment means.
Many researchers do not carry' out this step if VR for the
treatment is not significant. However, if the main aim of the
experiment is to compare a particular treatment, say a control
treatment with each of others, it is still valid to carry out a Least
Significant Difference (LSD) even if VR is not significant.

Step 10: Calculate the Standard Error of the Difference (SED)
between two treatments' means. This can be obtained using the
RMS value from the analysis of variance table.

SED = .J2xRMS = .J2xO.084 = 0.1833
r 5
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Step 11: Find the Least Significant Difference (LSD), start with
5% level.

LSD + 5% ~ t (R.dJ., 2.5%) X SED
R.dJ. = residual degree of freedom (12) .
tC\2, 2.5%) X SED = 2.179 X 0.1833 = 0.399 t/ha

Step 12: Compare differences between means with LSD value.
In this example, treatment 1 (No) is the control treatment so we
may wish to compare treatments 2, 3 and 4 with treatment 1. .

= 4.90 - 4.34 = 0.56
5.44 - 4.34 = 1.10
5.96 - 4.34 = 1.62

All these differences are greater than the LSD value of 0.399
so we conclude that the three nitrogen levels are significantly
different from the control.

We can go on and find LSD at 1%. At this level, only N2
and N3 are significantly different from No and at 0.1 %, N2 and
N4 are still significant. The conclusion one can draw here is that
the grain yield of maize at 50 KgN/ha is not significantly
different from the grain yield of maize grown with 100 KgN/ha.. .

DUNCAN MULTIPLE RANGE TEST
Treatment means can also be compared using Duncan multiple
range test. The test is the most widely used of several multiple
range tests available. It gives protection against making mistakes
. inherent in the indiscriminate use of the LSD test. The test is
identical to LSD for adjacent means in an array, but requires
progressively lower values for significance between means that
are widely separated in the array. This test is used most
appropriately when several unrelated treatments are included in
an experiment. For example, it is very useful for making all-
possible comparisons among the yielding abilities of several
varieties.

The test involves the calculation of shortest significant
differences (SSD) for all possible relative positions between the
treatment means when they are arrayed in order of magnitude.
The SSDs are then used in an orderly procedure to determine the
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statistical difference among the means. The formula SSD is R
(LSD) where R is a value from a table of significant studentized
factor and is chosen according to the level of significant desired
degree of freedom for error and the relative separation of means
in the array. For further details see Statistical Methods in
Agricultural Research by T.M. Little and FJ. Hills.

FACTORIAL EXPERIMENTS
Introduction
In most agricultural research studies, there are always several
factors (environmental and treatment) involved. For example, if
an Agronomist wishes to assess the economic potential of a new
variety of a crop, such as cowpea, he would be required to
produce data on the response of the crop to fertilizers, density,
insecticides and weeding requirements. To test the variety for
each"individual requirement would be tedious, time consuming
and expensive. In addition it gives no measure of possible
interactions between different factors and in statistical terms
may give a poor estimate of standard error.

All these problems can be overcome by using a Factorial
Experiment. Factorial experiments are appropriate when there
are two or more types of treatments to be applied in different
amounts, which can be applied together-or alone. In statistical
terms, this sort of treatment is called a Factor; and the amount
applied is the Level of the factor. The essence of the factorial
experiment is that the treatments are made up of all possible
combinations of the different factors. For instance in a two-
factor experiment there may be

A - NITROGEN FERTILIZER
B - INSECTICIDES

In a three-factor experiment, the additional factor may be

C = SEEDING RATE.
Example with interpretation
A factorial experiment was carried out in order to determine the
response. of cowpea cultivar (Vita 4) to 3 levels of a new
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insecticide for the control of Maruca (II I2 I3) and 5 levels of
phosphate fertilizer (P, P2 P3 P4 P5). The experiment was
replicated 3 times. This is a 3 x5 factorial experiment having
the following (3 x 5 x3) 15 combinations.

z

PI P2 PJ P4 P5 . PI P2 P3 P4 P5 PI P2 P3 P4 P5

The treatment combinations are:

I,P, IzP, 13P,
I]P2 IzP2 13P2
IIP3 IzP3 13P3
I, P4 12P4 .13 P4

I, Ps IzPs 13r,
A randomized design with 3 replications was adopted. The

15 treatments were randomly assigned to the plots within each
block. A separate randomization was carried out for each block.
This experiment can be used to explore the following objectives.

1. The main effect of phosphorus fertilizer on the yield of
cowpea when averaged over levels of insecticides.

2. The main effect of insecticide on the yield of cowpea
when averaged over levels of phosphorus.

3. Interaction: If the response curves to nitrogen fertilizer-
are not the same for the three levels of insecticides, this
is equivalent to saying that the differences between
insecticide yields are not the same at each phosphorus
level. If the increase in yield in going from one
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phosphate fertilizer level to the next is not the same for
all insecticides this indicates interaction (see Fig.)

h

Mea

~

13 lz

Yield
12 II

II

In the first diagram there is no interaction as the response
curves are parallel. 13 gives higher yields than 12 and II by fixed
amounts at each level of P. The second illustrates interaction. h
gives higher yields than h and II at phosphorus levels Ph and P2

and P, but gives lower yields than 12 at phosphorus levels P3 and
P4.

If there is a significant interaction it does not make sense to
compare the main effects of nitrogen or insecticides. We should
compare the effects of insecticide at each level of phosphate or
the effects of phosphate at each level of insecticide.
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---
BLOC II h I,
K

PI P2 P, P4 Ps PI P2 PJ P4 Ps PI P2 P, P4 Ps Total
I 0.9 1.2 I.3 1.8 1.1 0.9 J.l \.3 1.6 1.9 0.9 1.4 I.3 1.4 1.2 19.3
II 0.9 I.3 \.5 1.9 1.4 0.8 0.9 1.5 I.3 1.6 1.0. 1.2 1.4 1.5 1.I 19.3
III \.0 1.2 1.4 2.1 1.2 0.8 0.9 1.I J.l 1.5 0.7 1.0 1.4 1.4 1.3 18.1
Total 2.8 3.7 4.2 5.8 3.7 2.7 2.9 3.9 4.0 5.0 2.6 3.6 4.1 4.3 3.6 56.7

Data For Anal .

Grand Total, G = 56.7 N = 45
?

. C (56.7) - 442Correction factor, F = = 71.
45

Uncorrected sum of squares LX2 = 75.7
TCSSQ (total) = 75.73 - CF = 4.288

BSSQ (BLOCK) = Sum of square block total - CF
No. of yields per block

- (19.32+19.32+18.12) -CF= 71.506-71.442=0.064
15

TSSQ (treatments) = Sum of squares of treatment totals - CF
No. of yields per treatment

2 2 2 2= (2.8 + 3.7 .4.3 + 3.6) - CF
3

- 75.117- 71.442=3.675
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The Residual Sum of Squares (RSSQ) is found as follows:

RSSQ = TCSSQ (total) - BSSQ (BLOCK) - TSSQ (treatments)

= 4.288 - 0.064 - 3.675 = 0.549

The treatment TSSQ (SaS (treat) which has 14 d.f can be
split into three parts, i.e.

TSSQ (treat) = TSSQ (phosphate) + TSSQ (Insecticide) +
TSSQ (Interaction) .

To facilitate the calculation of these sass see the following
table: .

PI P2 PJ P4 Ps Total

II 2.8 3.7 4.2 5.8 3.7 20.2

b 2.5 2.9 3.9 4.0 5.0 18.3

r, 2.6 3.6 4.1 4.3 3.6 18.2

Total 7.9 10.2 12.2 14.1 12.3 56.7

From this table the following calculations are made:

sas (phosphate) = Sum of Squares of Phosphorus - CF
No. of yield per phosphate level
(7.92 + + 12.32

) - CF
9

= 73.932 - 71.442 = 2.490
(We divide by 9 because there are 9 original yields for each

nitrogen level).

TSSQ (Insecticide) = Sum of Squares of Insecticides Total - CF
No. of yields per insecticide level

(20.22 + 18.32 + 18.22) . - CF
15

= 71.611 - CF :;:: 0.109
TSSQ (Interaction) = TSSQ (treatment) - TSSQ (phosphate) -
TSSQ (Insecticide)

- 3.675 - 2.490 - 0.169 - 1.016
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Below is the ANOYA table:

d.f SSQ MS VR df used
Source
Blocks 2 0.064 0.0320 1.63

Phosphate (P) 4 2.490 0.6225 31.76 on (4.28 d.f)
Insecticide (I) 2 0.169 0.0845 4.31 (2.28 d.fN X
P x I 8 1.016 0.1270 6.48 (8.28 d.f)

Residual 28 0.549 0.0196

PxI 44 4.288
(interaction)

Interpretation
From statistical tables (F8 28, 1%) = 3.23, so the interaction value
of 6.48 is highly significant. In order to interpret the treatment
effects we should make comparison using a two-way table of
phosphate and insecticide means (see table below).

The appropriate standard error is

SED. . = -J2xRMS = -J2xO.0196 =0 1143
(int eraction) 3'r .

where r = number of replications
RMS = Residual Mean Square

If the interaction had not been significant we could compare
overall Nitrogen means using:

SED(p) = -J2 X RMS = -J2 X 0.0196 = 0.066'
r x g 9

where r = replications (3) and g = no. of levels of insecticide
(3)

Also, the overall insecticide means can be compared:
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where r = replications (3) and n = no. of levels of phosphate
fertilizer (5)

Table of Phosphate Fertilizer x Insecticide Means

PI P2 P3 P.j Ps Mean

II 0.93 1.23 1.40 1.93 1.23 J.35
12 0.83 0.97 1.30 1.33 1.67 1.22

13 0.87 1.20 1.37 1.43 1.20 1.21

Mean 0.88 1.13 1.36 1.57 1.37

OTHER SPECIAL STATISTI CAL ANALYSES
Economic Analysis: Economic Evaluation of Plantation
Establishment in Forestry
Introduction
Any productive economic activity produces benefits in the form
of goods and services and involves costs in the form of materials
consumed and the time of productive factors diverted from other
useful employment. According to Worell (1970), a comparison
of these benefits. and costs gives information for policy
decisions. A consideration of benefits and costs leads to a rather
obvious basic economic criterion. An activity should not be
undertaken unless its total benefits exceed its total costs. An
example of economic evaluation of land use deals with
production between two alternatives as indicated below.

Economic Evaluation of Land Use
Given the two hypothetical tables below, at a discount rate of
10%, two methods of plantation establishment (Taungya and
Direct plantation) were employed on an 8-year rotation to
determine economic efficiency of land use. Each method was
allotted one hectare of land. As a forest economist, which of
these two methods of plantation establishment will be prescribed
for economically efficient use of land? State attributes of
economic efficiency of your choice.

I
I

I
J
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Objective
To prescribe the plantation establishment method that IS

economically efficient for land use,

Data Preparation
Table 1: Cash Flow Analysis: Tectona grandis Direct Plantation
(Wlha) on eight year rotation in Osun Suite.

Year Costs Benefits Discount Present Present Present Yalue
(W) (W) Rate 10% Yalue Yalue Benefits minus

Costs Benefits Present Yalue
(PYe) (PYB) Costs (PYB-

PYe)
I 650.24 - 0.909 591.07 - -591.07
2 103.16 - 0.826 85.21 - -85.21
3 51.76 - 0.751 38.87 - -38.87
4 19.66 - 0.683 13.43 - -13.43
5 19.66 - 0.621 12.21 - ~12.21
6 19.66 - 0.564 11.09 - -11.09
7 19.66 - 0.513 10.09 - -10.09
8 - 3,850 0.467 - 1797.95 1797.95

Table 2: Cash Flow Analysis: Taungya Teak Plantation (N/ha)
on eight year rotation in Osun State.

Year Costs Benefits Discount Present· Present Present Yalue
(W) (W) Rate lQ% Value Costs Yalue Benefits minus

(PYe) Benefits Present Value
(PYB) Costs (PYB-PYe)

I 150.10 3.50 0.909 136.44 3.18 -133.26
2 102.20 7.50 0.826 84.42 6.20 -78.221
3 51.76 10.20 0.751 38.87 7.66 -31.21

4 19.66 - 0.683 13.43 - -13043
5 19.66 - 0.621 12.21 - -12.21
6 19.66 - 0.564 11.09 - -11.09

7 19.66 - 0.513 10.09 - -10.09

8 - 3,850 0.467 - 1797.95 1797.95

Economic Analysis
In order to prescribe
economically efficient,
calculation:

the plantation establishment that is
the following criteria are used for
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(A) Net Present Value (NPV): This measures the profit or
surplus income from a project after the project has satisfied the
rate of return on capital desired by investor. Thisrate of return
desired by investor is used to discount both the costs and
revenues of the project. Net Present Value (NPV) is estimated
with the formula:

where B. = Benefits in 'each project year t
C,= Costs in each project year t
n =Number of years to the end of project
i =Discount rate

Computation involves six steps
1. A discount rate of 10% obtained from the bank
2. Yearly cost and benefits identified till the rotation age

of projects or period under investigation
3. Cost and benefits discounted and presented for every

year _
4. Costs and benefits estimated in monetary value per year
5. Discounted gross costs and benefits estimated for the

rotation year
6. The net values added to obtain NPV

(B) Benefit-Cost Raiiotls/C): The B/C Ratio expresses the sum
of the discounted benefit as a ratio of the sum of the discounted
cost. According to this criterion, one accepts a project for
implementation if the B/C is equal to or greater than one.

Formula:

~1

The same steps above are applicable for computation.
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Formula for Discount Rate =
(l + i)'

Calculation
A. Table 1 (Teak Plantation -Direct)

(i)
(ii)
(iii)

Present Value Cost (PVC)
Present Value Benefit (PVB)
Net Present Value (NPV)

(iv) Benefit- Cost Ratio (BIC)

NPV = N 1035.98 while B/C = 2.36

B. Table 2 (Taungya Teak Plantation)

(i) Present Value Cost (PVC)
(ii) Present Value Benefit (PVB)
(iii) Net Present Value (NPV)

(iv) Benefit- Cost Ratio (BIC)

NPV =N 1508.44 while B/C = 5.92

1

= W761.97
= W 1797.95
= PVB -pve =
= N (1797.95 -761.97)
=N 1035.98

. = N 1797.95 = 2.36
W761.97

= N 306.55
= W 1814.99
=PVB-PVC
=W (1814.99 - 306.55)
=N 1508.44
== W 1814.99 = 5.92
.N306.55 .

Interpretation and Inference
For economically efficient use of land employing 1 hectare for
two methods of plantation establishment each, Tungya Teak
plantation is prescribed because the NPV (NI508.44) and
corresponding B/C (5.92 ) are greater than Direct Teak NPV (N
1035.98 ) and BIC (2.36). Taungya is more economical,
desirable, acceptable and profitable than Direct Teak plantation.

Attributes of Economic Efficiency
i. Discounted benefit of Taungya is greater than

discounted benefit of Direct Teak plantation
11. Discounted cost of Taungya is less than Discounted

cost of Direct Teak plantation
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lIl. Net Present Value of Taungya is greater than Net
Present Value of Direct Teak Plantation

IV. Taungya is used for conflict resolution between
government and rural dwellers where there is land
hunger

v. Taungya can compete in the short run with agriculture
for land use.
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