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ABSTRACT 
Wfi the recent tmd in Infandm and C a m m u a i h  Techofolby, Storage and Transfer of data and 
Momation are two YM imm wh?& have Coat ad Speed h p i i m  mptiwly. Large volume of data (text 
or h a p )  is ~ t l y b e & ~ o n & e i n t e F a e t o r o n  a P d  ~ , w h i c h h a s l e d t o t b U p g r a d e  
~ f c u r r e n t S ~ H e n e e t f x * n e e d . f a r ~ ~ ~ & ~ ~ ~ a n d ~ S p e e d a f t r a n s f e r .  
W ~ b k a c t a f ~ t b e b d a & b y ~ r a d r m d a n t d a t a . I p a t e x t f i I e , ~  
cbcanbe~yoccutringeharsctersorcammcmvowlels. 
This restsrch involves a mmpmti~te perfasmanee analysis of H u f h m  and Delta C o m ~ m  schemes. A 
~ ~ m ~ w ~ i s d t o m ~ m ~ ~ s a ~ s e f r r r m r r t ( A S C I I J t o m e e ~ f o r  
cam* H r d l G n a n a n d ~ ~ h ~ ~ ~ ~ u s i n g C # . ~ t w a s ~ ~ o n ~  
e f f i e i e a ~ y o f ~ f a n n e r W o n ~ ~ ~ w m b e r o f b i t , c o m ~ d o a r s d p a c e n t a g e o f  - 
I t w a s ~ ~ t h a t H ~ a t g p d ~ f o r ~ e o m p r e g s i w l p e r f o a n s ~ , ~ i t ~ ~ I t l . g n s m i t ~  
I& number of bits. The a m  mqxmim for H u f h m  and D e h  aIgoFithm was found ta he 
39% and 45% mp&velyY Which simply Implies that fw a large &xx 3le, HuEman dgorithm will achieve a 
3994~in~Wsizeaadm&~tfoecapacityof~stwagedum. 
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Data compression is the act of forcing dais together to occupy less space or pressing data 
t a g d ~ a  Data wm-ion daces the size of a fie by minihhg rqdt ive  data. In a text 
file, -ve dab can be frequently ammhg chamden, such as the space character, or 
common vowels, such as the l&ks e and a, if can also be hqently occurriag cham& 
strings. DaEa compmshg creaks a compressed version of a file by mhbizhg this repetitive' 
data and as such PfOdllCes faster transmission [5]. 

Most h& a ~ ~ m d m  is inherently redunh6this does not imply waste; rather humrm 
beiqg use that duudancy as a c w l t b i u a l u a l u a l ~  on what i n f o d m  is rd ly  being sent - 
and meant. For example, in ib-to-facs m n v d m  much more information is Wig 
exchanged than just the words. Facial e x p s i -  tones of voice, limb positions and 
movement, and other less obvious cues all contribute to the. informati011 saran flowing 
between two people having a conversation. Even &mgh much of the infomation is 
duplicated but compresion. tends to remove duplicatian whi&.is ~ f d  to as the 
=d-. 
In other words, data wmpmsim could be said to deal with how to take a k g e  coUection of 
binary b i i  the life blood of digital ~ o l ~ e s ,  and replaces this collectim with n d 
compressed version of ttme original b i i  [4]. 
in dab c o m m ~ o n s ,  compression is a Imhuique applied either in advance to infomation 
t o b e ~ o r ~ d l y t o a n  i n f b r m t t t o n ~ b e i n g ~ .  The underlying 
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technol~  is ~~y the same in both cases: removal of repetitive infomwtion .or 
expression of the information in a more compact form is used to reduce the #al n u m b  of 
bytes that must p a s  over a comnuddw medium in order to reduce the time tHe medium is 
occupied by a given trammission to a minimum [a. 
A simple t&amWi&ofl of data cornpmsion is tfmat it involves transforming a string of 
chmtem in some representation (such as AXQ into a new string (of bits, for Wmce) 
which wntah the same information but whose length is as small as possible. Data 
compfession has important application in the areas of data transmission and data storage. 
Many data pmmshg applications r e q h  storage of large volumes of data, and the 
prolifedm of computer com~Imication networks is resulting in massive W e r  of data 
over communication links. Compssiug data to be stored or mmmitted reduces the costs 
involved. When the rtmouut of datato be transmitted is reduced, the e m  is that of increasing 
the capacity of the cornmication chamel. SimiiarIy, c o m ~ g  a file to half of its original 
size is equivdmt to doubling the capacity of tbe storage medium. It may then m e  feasible 
to store tfie data at a higher, thus f&a, h e l  of &e stmge hierarchy and reduce tbe load on 
t h e i n p u t I o u b p u t ~ h o f ~ ~ p u t e r g ~  

2.0 CODING 
A code is a mapping of source messages (words from the s w ~ c e  alphabet) into mde words 
(words of the code alphabet). The source rnessetges are the basic units into which the string to 
be represented is partitbned These WIG units may be single symBoIs h m  the soume 

. alphabet, or they may be strings of symbols. Coding is st very gamd term encompassing my 
special representation of data, which satisfy a given need. 
In m u n i d o n s  systems, coding can be said to be the altering of the c ~ c s  of a 
signal to make the signal more suitable for an intended application, such as optimizing the 
signaI for transmission, improving transmission quality ahd fideIity, modifying the signal 
spadmq inmasing the infimdm content and providing error d d m  a d o r  w d o n .  

3.0 DATA COMPRESSION 
Data and programs are almost invariably entered in alphanumeric form, and the intend 
operation of computes, makes exbnsive use of alphanumeric codes. Alphabetic chmctm 
must be coded in binary form in order to s t m  in computer m m o r i ~  (binary form because 
computer memories proms it data in bmary). These characters are letters such as A, a, B, b 
andsoon 
A wide spread code fox alpbbtic chamctm is-the American Standard code for infom&m 
interchange (ASCII). ASCU [l] contains dl the uppercase and iowemsa English ketkrs, the 
m numeric digits and aymbls. Another popular code for qresating chawtm is the 
ktmded Binary Coded Decimal Merchmge Code (EBCDIC). ASCII has become m - 
intemationsl standd published by tbe America National Standards Institute. It is an &bit 
code. 7 bits define one of 128 characters and the 8th bit is an o p t i d  parity bit. 
Review ofRelated work 

M y  compression work mainly focused on disk s p a  savingsand I/Q performance [9,10] and 
151. However. later works aclumwledgesthstt wmpreision crul also lead to better CPU 
performance,as long as decompression costs are low [I21 

Dictiona~y based domain compression, a lightweight compressionmethod where data values 
are mapped to, WImgth codes, is wed in the implementation of many applications andhas 
been a subject of extensive resmch [S]. Entropycoding techniques, including H u h  
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end ing  [14],ate considefed heavy-weight kchiqnes. BQ& H u 5 a n  and arithmetic 
encoding have kenstudied a d  modSed [12,9,11,13]. 

The Hulkan algorithm and its vwhts using the Canonical Huf&m d i n g  scheme have 
been reported in [11] to be effective and efficient in data compression. The canonical 
H m 8 n  ooding is a reordering of the n&s of a H u 5 a n  tm so that shorter codes have 
smaller Gode dues  than longer d e s  and & with the small Iengtft. In [la, GStore was 
uged to delta code data for column-wise storage d compfession. 

3.1 HUFFMANCODING 
HuBmm coding assigns each calm value a v&Ie length code chosen so that more 
fkequentdues within the c o b  are assignmi shorter codes. 
The basic idea here is assigning short code words to those Input blocks with high probabilities 
and long code words to those with low probabilities. HHufb;aan code can be categorized under 
the Iossless &xl to variable code. The algorithm for constructing a Huffman code to 
represent itam with given relative hquencies of 0~1;urrence pmeeds in two phases [3J. First 
one wwtmcb a Hu&m tree based on the relative proWiIities. Seoond, using the Hu&m 
tree, orme wndmcts the code wwds that go with ihe given relative hpmcbs. A simple 
exrmmplewiu ill- the idea involved as shown in fig 3.1 and tabIe 3.1. 
A code is needed30 repmami 10 types o f ~ m  (a - j) with =lathe fhqumcies. 

In all there are 100 items to represent One begins the tree by assigning a vertex of a tree for 
each item, hbded so #at the e l a h  kquencies increase h m  I& to right. We constnrct: a 
free by adding. a new vatex to the previously existing consfmtion by selecting the two 
vertices (say v and w) in the mmt: &wtw with the smallest labels [in a case of a tie, any 
two is picked) and adding a new mhx to toe s t ~ l c t m  with a label which is the sum of the 
hbelsatvandw. Themwvertexispladabmandbetweenthe twovwticesv mdw, me 
tree is now used to cmdmct ih oode words associated with the ten number of Wbrmatim as 
explained blow. 
The top vertex of the tree (l%e mot) is labled with a blank string. As we move down the tree, 
thenext~mkxone getsto is l~ledwithabinary stringbyappending Oor 1 tothe right 
according to whether m e  moves to the next vertex by taking a right branch or a left branch 
(e.g. "a" vertex has the shhg"O10" associated with it). This process winds up assigning short 
codeword to chamkrs which oww m e n f l y  and long &word to cbaractets that rarely 
occm* 
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Fig. 3.1 HufBm Tree 

Table 32. Code table 

33 DELTAENCODING 
R e d  dw wx of the Greek Mer delta (5) science, and hemat i c s  to denote 
~ ~ ' w & * ~ , ~ ~ ~ * * m . d ~ p t b a t ~ ~ m  
~ ~ ~ ~ ~ w s a m p ~ s ( w ~ ~ ~ * ~ ~ y s t o r i n g t h e  
sampb themdws. .F@.:&. Bbw5 an w t e  of how thb  is h The first vaIm in lhe 
del~-Weis the m e  as b Erst valu~ in the wrigid a The subsequent values in 
the encoded are equal ta the {deb) between tbe camponding value in the 
input fie, and the previous value in-time input Bk 

X 
CODE 

Deb coding is s branch of universal code. With universal & it is not neassay to know 
the exact probabilities with which the source messages a p p q  but it is sufkient to know the 
probabilities Wbution only to the extent that the source rn- can be ranked in 
probability order. By mapping m q e a  in order of M i g  probability to code words in 
order of increasing length. D e b  ending is one of the zmiverssll coding schemes, which map 
the set of positive integers onto the set of b h t y  code words 121. 

To code a number, the following algorithm holds: 
Writeitinbinary. 

a 
010 

b 
11110 

c 
1010 

d 
110 

e 
o(3 

f 
1011 

g 
1110 

h 
100 

i 
011 

J 
11111 
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Count the bits, remove the leading one, and write that number in binary predmg 
the 

M o w  bit string. 
S u ~ l h m ~ e n m k . o f b * i t s ~ i n s t e p 2 a n d p r e p e n d ( f i ) ~ ~ y  

ms, The code begins 
B h l q  code 
1 

Table 3.3 E l k  code generation. 

.delta (2) = 0 100 
delta (3) = Of01 
&ha (4) = 03 100 
delta (5) = 01 101 
delta (6) = 81 1 10 
deh(7)=01111 
&ha (8) = 00100000 

Source mwage is the aIphumeric chmctm, hquency is the number of o~cummx of the 
charactRr in the me&sage, and m k  is tbe order of most fktpency chmckr: the most 
frequency chmckr is ranked me (I), followed by &e next most muent aad etc. codeword 
is the code genmttd. 

4.0 RFSULT 
The mewage "go go gophew was implemenbd wing H- and DelEa algorithm. The 
code generated h m  the two algorithms along with the ASCII equivdent is as shown in table 
4.1 and analyzed below: 

Table 4.1. Bits generated for the difFerex1t codes 

UNIV
ERSITY

 O
F I

BADAN LI
BRARY



Since dsta Compressim is of great imporhn~e in lk ma of data storage and trammission, 
D~mwillcenfTermthtwoareas.  

4.1 DATA STORAGE 
The h t  pammk for which the ~~npresim algorithms were evaluated is the n u m k  of bit 
stored / hmmiW ilom fu. 4.1, it is diwvemd M HuEmm aIgorithm for data 
hnpression perfoms better, since it stPres the 1- n u d m  of bit A h  when 8 text file has 
anumber of ckmctms ~ ~ t l y ,  there iseveiytembq of achieving abetter 
wmp~ssim than one with charatters ttrat do not occur hpmtly.  Ttris cm be seen i h m  the 
d8kmce h t  axam in the number of bit -Table 4 2  for ainples S1 and S2,104 b e i i  
the sum number of bit for bath samples in ASQI ( u n c o m ~ e d  form) but 37 and 40 for 
sample S 1 and sample S2 h HuEna~ and &ha (ownpressed form) mqmtively. 

THE XlENGTH OF BIT IN STORAGE MmnuM 

Standard Code (ASCII) 
Number of charamm 13 
Number of bit per chacter: 8 
Wordlmgtk 13" 8 
Total bits (in stomgel: 104 bits 

Huffman Code 
Since it represents character with variable l w  
Total bits = the sum of the number of bit qmenfed by k c h  &am&. 
Total bits (in storage): 37 bits 

Delia Code 
It also represents its chmckr with variable length: 
Hence Total bits (in storage): 43 bits 
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C O ~ U N C & A R T  
This chart pravides a gmphical qmmhtion of fhe d aatllyzed based on the wmpmmion 
mrihs.  he smpk temd we as  fin^: 

S1= go go gophers 
S2=tbisisaboy 
s 3 = g o g o & o p h ~ ~ ~ m p h ~  
~ = g o g o g o p h ~ g u m p u m g o p ~ g ~ g e % -  
S 5 - p k r p ~ p i c k e d a p e c k . o f ~ e ~  
~ = m g o ~ o p h = g u m g r m a ~ ~ o ' ~ ~ g u m g r n n g o ~ h ~  
57 = peter piper picked a peck of pickIe pepper a peck of pickle pepper pta piper picked, if 

peter piper p i d d  a peck of pickle pypa  where is the peck of pickle pepper peter piper 
picked 

Table 42. Mi& of bi?s stored / tmmittd 

T h e ~ ~ ~ o f w d u a t i o n ~ ~ n u m t r e t o f b i t s s t o r e d / ~ w ~  
uncampressed ASCQ ~0mpressedHUFFMAN and DELTA bits winst character textas 
shm onTabIe42. The s a n e ~ o n i s r e p s e n t e d i n F i g ,  4.1. 
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Tbe second parameter is the co~pression ratio of both algorithms and fig. 4.2. Shows 
H e a n  having a higher C o ~ s s i o n  ratio. 

The third parameter of evaluation is pmntage of c o r n p ~ o a  From Fig. 4.3, H&an 
algmitb has the least pentage  of compression. 

% Compression of Hu#han Vs DeL 

60 

= 50 

ao 
t g 20 

* 10 

0 
1 2 3 4 5 6 7  

Sam p fm 

Fig. 4.3 Compression percentage o f H u 5 a n  and Delta 

4.2 CQMMUMCATION TRANSMIMION STREAM 

The sample "go go gophers" was transmitted over a communidm line, using a serial data 
transfer, figs. 4.4,4.5 and 4.6 show the bit stream of the message sent for lhe normal ASCII 
format, the generated H u 5 a n  and delta code. **In serial lmmfier qf data, a character is 
transnlitkd with a start bit, two stop bits and the character bit ofthe different format. In the 
order start bit, character bit m g  with the l a  signficant bit and stop bit. 
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Fig. 4.4. Bit stream for traasmission of"go go gophers in ASCII 

Fig. 4.5. Bit stream for transrnissiw of "go go gophers" in HUFFMAN 

- . . 
I I Fig. 4.6. Bit stream for transmission of "go go gophers" in DELTA 
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The comp&on algorithm that petforms better was evaluated on three pmmekrs. These m: 
the number of bits stored / transmitttld the c o r n ~ o n  xatio and the percentage of 
comptessiw. Xt was d i s m d  that H e a p  algorithm for data compression performs better, 
since it can stom / trawnit tbe! bt number of bit as shown in fig.6. Fig.7 shows Huffman 
having the higher ~ ~ Q I I  d o .  Fig.8 dm teveals H- having the Ieast 
of compressio~. The avmage compression was dcukkd  for 1 1  samples as 39?h 
and 45% for H u f b n  and Delta algorithm mpdiveIy. Which simply impfie that for a huge 
text fire, Hffian dgorithm will achieve a 39% reduction in the file size and as such inaease 
the apacity ofthe storage medium. h transmission, the effect will be to reduce the time the 
trammission channel is occupied and as suGh result in faster tmdss ion  as t s m  in fig.4. 

X t T s ~ o ~ a d w h m w e h a v e e ~ 6 1 e ~ g a n u m b n x o f c b a r a c t e r s a c c u r r i n g ~ , ~  
.iseverykx&my of achiwhgabettereompressimtfian one with thaf rarely o m  taking 
a larger pmntage. Tbh can be seen from the diffenme that oe~urs in the m b e r  of bit in Table 4 2  
for m p l e  S1 and $2. 104 being the smm nrrmbef of bit for both samples in ASCII(uocompressed 
form) but 37 and 43 for sample St; and 40 d 52 for sample S2 in H-an and D e l ~ c o ~  
h) rtspactively, 

Huffman algorithm was discovered as better of the two shemds on the premise of the 
parameters of mqmison, wbich s u e  (accounted) f ir  the use of this algorithm in many 
c o r n ~ i o n  pmwws. The advantage of Hu&m coding is h the average number of bits per 
c w r  ~~ In addition, oommunidon Eosts are k g b h g  to dominate storage and 
processing costs, so that Huffman algorithm which is a variable "lengthadhg scheme" 
reduces commlrnicdon costs and consequently lesufts to faster transrussl . . m. 
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