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ABSTRACT

The problem of repetitive calculations involved in the comparative analysis of forecasted energy loads to
determine the most applicable model out of a variety has been reduced by the development of a
forecasting software algorithm done in this work. Three models and two test tools were catered for by the
developed software at this preliminary stage. They are the linear, compound growth and cubic models
while the test tools are the rank of correlation coefficient (ROCC) and the mean absolute percentage error
(MAPE).The numerical modelling and forecasting procedures were presented and an algorithm flow chart
was subsequently developed for the software. The programming language selected for the design of the
software is MATLAB because of its versatility in mathematical applications. On'the completion of the
software, it was applied to an existing energy consumption case study available in literature to ascertain its
reliability. The results obtained were in the range of the estimations found in literature.
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1.0 INTRODUCTION

In the recent times, the application of interactive software algorithms have made tremendous impact in the
field of technology and engineering, various computer-aided methods are now used in virtually all its
aspects of human endeavour. This work is on the development of a software algorithm to model and
forecast energy loads with a possible choice of three¢ different forecasting models. The developed
software does not only remove the tedium associated with energy modeling and forecasting procedures
but also speeds it up dramatically thereby making the process of analyzing hundreds of energy load values
easier and faster. Energy is considered as one¢ of the most important resources of any community
or country. The energy available in‘a country and the extent its utilisation affects the rate of
industrial growth in that country (Saab, S., et al, 2000).

Different researchers are continually propounding new methods for energy modelling and forecasting
(Fadare, 2010; Enege et al.; 2012; Antonio et al., 2004, Breipohl and Douglas, 1998,). Different models
must be applied to meet different class of load forecasting depending on the set objectives (Zaid et al,
2003). Models that have been used over the years include; regression methods (linear and quadratic),
Artificial Neural Ne;tv;ﬁrk (ANN), Static state estimation method, the Gaussian Process models,
time series, expert systems, fuzzy logic, the reference forecast, forecast by the use of national
economic and demographic variables and many others (Douglas et al., 2004). In this work, the models
used are Linear models, compound-growth model, and the cubic model approach. The Pearson’s

rank of correlation coefficient and mean-absolute-percentage-error are used for testing the model that suits
the forecast.

FORECASTING MODELS AND NUMERICAL COMPUTATIONS

21 Description of Forecasting Models and Test Tools

The development of the software algorithm done in this work was based on three forecasting models,
namely, the Linear, Cubic and compound growth models. The Linear Model has the form of
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representation of two specific variables, the independent and dependent variables. Y is load at a given year
X, it states that, Y = a+ bX where a and b can be obtained from equation (1)

T¥=na+ BT Xand TXY =aFX +bEX%...covervececssirennns (1)
The Excel algorithm has an expression common to normal straight line equation which is y=mx+
.., where n is the number of years and the constants m and ¢ can be obtained from equation (2) and (3) ;
ny xiyi— (Z xi )(Z yi)
m= = 5 ORI ()
”Z xi~ — (Z xi)
(3 xi* )= (3 xi) (S xiyi)
C= = - AR Eee s (D)
ﬂz,\'i 1-—(2){1‘)

The Compound-Growth.Model is expressed in form of equation (4) and the constants ¢ and d can be found
when solved simultaneously from equation (5).

¥ =antlog (6 ax).cmsirssissnsasnizis (4

Y logY =nc +dEX and ZX(log)Y =cZX + dZX.. Gwmmmadeecvereenes (5
The Cubic regression model has the form given in equation (6). It relates peak load (y) and the years (X).
Tthe values of ap, a; and a, can be solved from the equations (7);

y=ap+aX + ake... . KSeleenen (6)
agn+ alzxf + nzz.\',: = Z.‘}
YN HAD N ADD N =D 7
a, > a RN DN, = fo W,

Two test tools are incorporated in.the modelling software, namely, the rank of correlation coefficient
(ROCC) and the mean absolute percentage error (MAPE). These tools are used in determining the
appropriate model for any given situation. The rank of correlation coefficient verifies the validity and
reliability of a chosen miodel. It foretells how reliable a model can be in its prediction. Its optimal
value is unity and it is presented as equation (8)

o A NCTWi —NTY RYTiYi — DT Yi o
> 2 Y - | e
; Rosby VoI — (=) \/r?! Tyt — Ty’

The Mean absolute percentage error (MAPE) is a measure of accuracy in a fitted time series value
in statistical trending. It usually expresses accuracy as a percentage and is expressed as equation (9) where

A, is_thé actual value and F, is the forecast value. The least value of M is the optimal unlike highest
value of rank r (Fung and Tummala, 1993)

e
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2.2 Description of Numerical Procedures and Need for Requisite Algorithm

There are nine basic steps involved in modeling and forecasting of energy loads using the models
discussed in section 2.1. They steps are (i) Collation and gathering of data from all local sources such as
“feeders in case of electricity load. This is a various tedious stage because the local sources such as feeders
may number to hundreds in some cases (ii) Calculation of mean annual, monthly or daily load depending
on the time basis for the forecast. Once the data have been gathered in step 1, the monthly or yearly mean
values for each of these local points are obtained based on the time interval being considered for the
forecasting. (iii) Determination of total mean loads for the time interval being considered. This stage
involves the addition of all the mean values at the various points to get the total load for the month or year.
(iv) Generation of table of data for the application of all models. A comprehensive table containing all the
parameters and summations required for all models is generated at this stage using the total yearly or
monthly or daily mean value as the case may be. (v) Application of models to generate load values for
existing years. The models are used to predict load for few previous years to test the reliability of the
model. (vi) Application of test tools on loads generated in step (v). Using the forecast and actual values
obtained the test tools are applied. (vii) Comparison of MAPE and ranking (r) results for all models
applied. The models are tested for reliability using the test tools and the best model chosen from results
obtained. (viii) Choosing the most suited model based on the least MAPE and highest ranking v’ value.
(ix) Application of most.appropriate model to predict energy trend for years ahead. The most appropriate
model based on MAPE and ranking results is herein used to forceast load for future years.

: DEVELOPMENT OF MODELING AND FORECASTING ALGORITHM

.The selected programming language for the task of developing software for energy modeling and
forecasting is the MATLAB. This language is windows based and much more mathematics- oriented than
other high- level languages. More so, like Visual BASIC and Visual C™" it has a GUI (Graphical User
Interface) tool kit which enables the design of highly interactive interfaces.
The software developed in this work takes over the numerical process of modeling and forecasting energy
loads after the computation of the total-monthly or yearly loads. The software goes ahead to (i) model for
existing years, (ii) test for each miodel, (iii) compares test results, (iv) selects the most reliable model, (v)
forecasts for future years, (vi) génerates various energy profiles. The flow chart of the software algorithm
is presented in Figure 1 while Figures 2 and 3 are the input and result interface of the developed software.

3.3  Software Application

The developed software was used in forecasting PHCN (Power holdings corporation Nigeria) electricity
consumption for residential and non residential as conducted in literature (Eneje et al. 2012). The three
models namely, Linear, cubic and compound growth were used by the software and the reliability of the
models were tested using the MAPE and ranking 1’ methods. The total yearly loads as obtained by Eneje
et al. are presented in Ta}ble 1. Based on the figures in Table 1, equations (10), (11) and (12) are those

obtained for the residential load consumption (Eneje et al.) for the linear, cubic and compound growth
models respectively.

Y. =2606.59F 32 123X ..iioisnavevavinisessnativsess dashs (10)
Y =231.0958 + 62.5438 X -5.0702 X% ....ooeevnnnenn (11)
Y (nth) = antilog (2.4363+0.03972X) ................ (12)
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The linear, cubic and compound growth models for non residential consumption as obtained by Eneje et
al. are also presented in equations (13), (14) and (15) receptively.

Y = 144.62 + 11.958 (X) (13)
Y =129.641 + 24.8011X -2.1405 X>.....oou..... (14)
Y(nth) = antilog (2.13518 + 0.02947X )......... (15)

Table 1: Input values for Software application

The Total Load For All The Feeder In Residential Area For Each Year

| X (Year) = , 1Y (load)in MW
1 (2006) 284.79 '
2 (2007) 345.035
3 (2008) 368.374
4 (2009) 397.31
5(2010) 419.265

The Total Load For All The Feeder In Non-Residential Area For Each Year

X (Year) Y (load) in MW
1 (2006) 151.38
2 (2007) 172:56
3 (2008) 184.673
4 (2009) 192.861
5(2010) 201.02

Table 2: Output values of Software application

Forecast Results (F,) for Residential Area

Year Linear Model Compound Growth Model Cubic Model
1 (2006) 298.713 299.24 288.5694
2 (2007) 330.836 327.9 335.9026
3 (2008) 362.959 359.3 373.0954
4 (2009) 395.082 393.7 400.1478
5(2010) 427.205 431.42 417.0598

Forecast Results (F,) for Non-Residential Area

1 (2006) 156.578 146.1 152.3016
2 (2007) 168.536 156.36 170.6812
3 (2008) 180.494 167.34 184.7798
4 (2009) 192.452 179.1 194.5974
5(2010) 20441 191.66 200.134
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Figure 1: Flow chart of Software Algorithm.
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Figures 2: Input Interface of the developed software using.
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Figures: 3 Result interface of the developed sofiware.
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4.0 RESULTS GENERATION AND VALIDATION

Presented in this section are the results obtained by applying the developed software algorithm on
modeling and forecasting electricity load consumption for the case study found in literature (Eneje at al.
2012). The values presented in table 2 are the load forecasts calculated by the software. These results are
compared graphically with those found in literature. The three categories of result compared are: (i)
Energy loads forecasted for the previous years applying the three discussed models for residential and non
residential areas (ii) Test tools results using MAPE and rank of correlation coefficient (ROCC) for
residential and non residential (iii) Forecasted load values for future year using the most appropriate
model based on step (ii) for residential and non residential. The comparison of results in Figs. 4 — 7
validates the accuracy of the developed software. All the results are exactly the same with those found in
the literature (Eneje ef al. 2012). The results of tests done on each model applying the MAPE and ROCC

tools are also compared~in Tables 1 and 2. The results are of the same values thereby establishing further
_
the reliability of the software.
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Figure 4: Comparison 6f Forecast Results for Previous Years in residential Area
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Figure 5: Comparison of Forecast Results for Previous Years in Non-residential Area
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Figure 6: Comparison of Forecast Results for future Years in Residential Area
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Figure 7: Comparison of Forecast Results for future Years in Non-residential Area

50 CONCLUSION

The objective of this work which is to ease the repetitive process of energy modeling and forecasting by
developing software using a mathematical and universal language (MATLAB, 2009) has been achieved.
This work keeps up with the modern trend in computér-aided engineering and learning practice that can be
adapted to solve various engineering problems. The Software developed in this work enables the
computation of energy loads for extensive period of time, large data and variety of models. The
uniqueness of the software lies in its ability to be used as learning and problem solving software. Though
three models and two test tools namely, Linear, compound growth, cubic, MAPE and ROCC respectively
have been catered for at this present stage, more models as well as other test tools will be added in further
works. The results of validation of the software using existing case studies prove the reliability of its
" application in modeling and forecasting energy loads.

REFERENCES

1. Antonio J. Conejo, Javier Contreras, Rosa Espmola, and Miguel A. Plazas, 2004. Forecasting electricity
prices for a day-ahead pool-based electric energy market. International Journal of Forecasting 21, pgs.
135- 462.

2. Breipohl A.M. and Douglas A.P., 1998. Risk due to load forecast uncertainty in short term power
planning, IEEE Trans .journal On Power Systems, Vol.13, No.4, p.1493-1499.

3.Douglas J. Leith, Martin Heidl and John V. Ringwood, 2004. Gaussian Process Prior Models for
Electrical Load Forecasting, 8th International Conference on Probabilistic Methods Applied to Power
Systems, lowa State University, Ames, lowa, USA. Sept.12-16

4.Eneje 1.S. Simolowo O.E. Fadare D.A. TFalana (2011) Modeling And Forecasting A Periodic Electric
Load For Ikorodu Metropolitan City, Lagos, Nigeria. African Research Review Vol. 6 No. I; Pgs. 101 —

115 (Ethiopia)
5. Fadare, D. A., 2010. Energy Modeling and Forecasting, University of Ibadan, Ibadan, Nigeria. Z010.

162



b .
ETM Con 2012 j‘_~*ﬁ

-y o Tas . o b }

Energy Technology and Management Conference 2012

6. Matlab®, 2009. The Mathworks Inc., 1984-2009 (Graphical User Interface).

7. Saab Sammer, Elie Badr and George Nasr, 2000. Univariate modeling and forecasting of energy

consumption: the case of electricity in Lebanon, Lebanese American University, Byblos, Lebanon.
8. Zaid Mohammed and Pat Bodger, 2003. Forccasting electricity consumplion in New Zealand wae

economic and demographic variables, Christchurch, New Zealand.

163



	ui_inpro_akintunde_development_2012-1.pdf
	ui_inpro_akintunde_development_2012-2.pdf
	ui_inpro_akintunde_development_2012-3.pdf
	ui_inpro_akintunde_development_2012-4.pdf
	ui_inpro_akintunde_development_2012-5.pdf
	ui_inpro_akintunde_development_2012-6.pdf
	ui_inpro_akintunde_development_2012-7.pdf
	ui_inpro_akintunde_development_2012-8.pdf
	ui_inpro_akintunde_development_2012-9.pdf
	ui_inpro_akintunde_development_2012-10.pdf

