
UNIV
ERSITY

 O
F I

BADAN LI
BRARY

i 
 

CONCEPTUAL KNOWLEDGE MODEL FOR IMPROVING 

TERM SIMILARITY IN RETRIEVAL OF WEB DOCUMENTS 

 

 

 

 

 

 

 

 

 

 

 

KHADIJHA-KUBURAT ADEBISI ABDULLAH 



UNIV
ERSITY

 O
F I

BADAN LI
BRARY

i 
 

 

 CONCEPTUAL KNOWLEDGE MODEL FOR IMPROVING 

TERM SIMILARITY IN RETRIEVAL OF WEB DOCUMENTS 

 

 

BY 

 

KHADIJHA-KUBURAT ADEBISI ABDULLAH 

M.Sc. Computer Science (Ibadan), B.Sc. (Hons.) Computer Science (Ogun) 

 

 

 

A thesis in the Department of COMPUTER SCIENCE 

 

Submitted to the Faculty of Science in partial fulfilment of 

the requirements for the Degree of  

 

 

DOCTOR OF PHILOSOPHY 

 

of the  

UNIVERSITY OF IBADAN 

 

 

 

Department of Computer Science 

University of Ibadan 

Ibadan         

MAY, 2016. 

 

 

 



UNIV
ERSITY

 O
F I

BADAN LI
BRARY

ii 
 

Abstract 

Terms Similarity (TS) in retrieval systems are based on lexical matching, which 

determines if query terms are useful and reflect the users‟ information need in related 

domains. Existing works on TS use Term Frequency-Inverse Document Frequency 

(TF-IDF) to determine the occurrence of terms in web documents (snippets) is 

incapable of capturing the problem of semantic language mismatch. This study was 

designed to develop a conceptual knowledge model to solve the problem of TS in web 

documents retrieval by amplifying structured semantic network in Multiple Document 

Sources (MDSs) to reduce mismatch in retrieval results.  

Four hundred and forty-two IS-A hierarchy concepts were extracted from Internet 

using a web ontology language. These hierarchies were structured in MDSs to 

determine similarities. The concepts were used to formulate queries with the addition 

of terms from knowledge domain.  Suffix Tree Clustering (STC) was adapted to 

cluster, structure the web and reduce dimensionality of features. The IS-A hierarchy 

concept on parent and child relationship was incorporated into the STC to select the 

best cluster, consisting of 100 snippets, four web page counts and WordNet as MDSs. 

Similarity was estimated on Cosine, Euclidean and Radial Basis Function (RBF) on 

the TF-IDF. Based on STC, TF-IDF was modified to develop Concept Weighting 

(CW) estimation on snippets and web page count. Similarity was estimated between 

TF-IDF and developed Concept Weighting; Cosine and CW-Cosine, Euclidean and 

CW-Euclidean and RBF and CW-RBF. Semantic network (WordNetSimilarity) LIn‟ 

measure was extended with PAth length of the taxonomy concept to develop LIPA. 

The LIPA was compared with other WordNetSimilarity distance measures: Jiang and 

Conrath (JCN) and Wu and Palmer (WUP) as well as LIn and PAth length separately. 

Concept Weighting and WordNetSimilarity scores were combined using machine 

learning techniques to leverage a robust semantic similarity score and accuracy 

measure using Mean Absolute Error (MAE).  

The RBF and CW-RBF generated inconsistent values (0.9 )1 x for null and zero 

snippets. Similarity estimation obtained on Cosine, Euclidean, CW-Cosine and CW-

Euclidean were 0.881, 0.446, 0.950 and 0.964, respectively. The retrieved snippets 

removed irrelevant features and enhanced precisions. WordNetSimilarity JCN, WUP, 

LIn, PAth, and LIPA values were 0.868, 0.953, 0.995, 0.955 and 0.998, respectively. 
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The WordNetSimilarity improved the semantic similarity of concepts. The Concept 

Weighting and WordNetSimilarity; CW-Cosine, CW-Euclidean, JCN, WUP, LIn, 

PAth, and LIPA were combined to generate similarity coefficient scores 0.941, 0.944, 

0.661, 0.928, 0.996, 0.924 and 0.998, respectively. The MAE on Cosine, Euclidean, 

CW-Cosine and CW Euclidean were 0.058, 0.011, 0.014 and 0.009, respectively while 

for JCN, WUP, LIn, PAth, and LIPA were 0.022, 0.004, 0.022, 0.019 and 0.020, 

respectively. The accuracy of the combined similarity for JCN, WUP, LIn, PAth, CW-

Cosine, CW-Euclidean and LIPA were 0.023, 0.050, 0.008, 0.011, 0.024, 0.015 and 

0.009, respectively.    

The developed conceptual knowledge model improved retrieval of web documents 

with structured multiple document sources. This improved precision of information 

retrieval system and solved the problem of semantic language mismatch with robust 

similarity between the terms. 

Keywords: Term similarity, Multiple document sources, WordNetSimilarity, Web 

ontology language 

Word Count: 484 
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CHAPTER ONE 

INTRODUCTION 

1.1 Background of the Study 

Similarity is an aspect of information retrieval of web documents and filtering. It is an 

important component of various tasks on the web such as information extraction, text 

mining, word sense disambiguation and document clustering. The available web 

documents are in different forms and the information they contain is difficult to access. 

This is due to the growth of web information that is so enormous. The search engine 

plays a more critical role in finding relation among input keywords but fails in 

retrieving semantically related documents. As a result, it, retrieves more irrelevant 

documents than needed. The attempt is to match the user‟s query to the source 

documents and present it to the user, documents that match the user keyword.  

The retrieval system depends on the similarity between indexer and the queries, which 

is measured by comparing the values of certain attributes to indexer and user requests. 

The indexers and the user do not always use the same terms because synonymy terms 

fail to retrieve relevant documents with a decrease in recall. Subsequently, polysemy 

causes retrieval of irrelevant documents, which implies a decrease in precision 

retrieval. Therefore, Terms Similarity (TS) in retrieval systems is based on lexical 

matching, which determines if query terms are useful and reflect the users‟ information 

need in related domains. Most approaches developed to enhance Term Similarity in 

retrieval of web documents were based on a single information source. In such 

approaches, there is representation of documents in a linear feature vector in which 

similarity or relation among features is considered without context or structure. 



UNIV
ERSITY

 O
F I

BADAN LI
BRARY

2 
 

Finding appropriate information sources that contain the data for computing similarity 

or relatedness of terms in a more structured way than only a single source is necessary. 

The idea of using web resource and other structured information sources was intended 

for computing semantic similarity of terms in retrieval of web documents.  

The traditional retrieval systems have limited abilities to exploit the conceptualisations 

involved in user needs and content meanings due to inability to describe the relation 

among search terms. The search engines are keyword based which have not bridged 

the gap of vocabulary mismatch problem in retrieval system. The word mismatch is a 

problem in the usage of natural language (Croft et al., 2010). Language mismatch and 

ambiguity of words in documents‟ repository on web content causes difficulties in 

retrieving relevant documents in related domains (Alipanah et al. 2010; Rinaldi, 2009 

and Lee and Soo, 2005). User request must be understandable by the retrieval system 

to avoid mismatch of terms because query may reflect multiple domain of interest. 

Also, different researchers in the same field name the same term differently (Landauer 

and Dumais, 1997) but this poses difficulty in text or large database expressing the 

same concept (Voorhees, 1994). 

The goal of semantic indexing is to use semantic information to improve the quality of 

information retrieval; unlike the traditional indexing methods that are based on 

keyword matching. The use of semantic indexing is based on the hypothesis that a 

document is viewed as a set of concept. However, the importance of a concept depends 

on the number of links with other concepts that share the same document. The 

Information Retrieval System (IRS) needs to focus on using additional knowledge in 

order to retrieve relevance of IRS. Consequently, this knowledge is also used to index 

and describe the content of documents. The idea is that high-level semantic content 

information is accurately modelled using conceptual indexing so that related 

documents that do not share terms are still represented by nearby conceptual 

descriptors (Berry et al., 1999). In order to compare the similarity between the 

resources and the queries, both need to be represented in a compatible way. This 

makes it possible to automate the process of calculating the relevance between queries 

and resources.  The concept of Semantic Web (Berners-Lee et al., 2001) manually or 

automatically constructs taxonomy of semantic concepts and its relations and is also 

used to map documents and queries. This outlines how information is meaningful and 
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brings context not only to humans but also to machines. The most vital tool in 

searching for information and related resources in a Semantic Web (SW) is the 

ontology.  

 

Ontology represents knowledge that could be understood by machine, used and shared 

among distributed applications to improve knowledge management systems. It is used 

in information retrieval (Egozi et al., 2011), for query expansion, indexing and 

retrieval (Carpineto and Romano, 2012).  Jian-liang et al. (2009) presented domain 

ontology that represents knowledge that can be shared and re-used. Therefore, 

ontology captures the semantic relationship between concepts or vocabulary used in a 

particular domain which discovers relationships between descriptions of entities.  

 

In order to overcome the limitations of existing web search systems and difficulty of 

keywords search engines, queries need to be represented with context through 

ontology structure for effective search (Khan and Marvon, 2006) but Sahami and 

Heilman (2006) suggested a web-kernel function that expanded the text by issuing it to 

a search engine as the query. The system concentrates on searching the ontology 

structure and not on the individual keywords or terms. Moreover, concepts from the 

domain ontology that are semantically structured are used to distinguish the structure 

in any given natural language documents. The ontology structure also known as IS-A 

hierarchy is used to access information from web instead of keywords from terms. 

Therefore, the hierarchies are used to describe the structures of documents and search 

queries. The queries are formulated using concepts of the ontology. But they expand 

with terms from domain of reference to give the queries a better meaning. Such 

knowledge is used to enhance the precision and recall of information retrieval. Since 

query vocabulary has been controlled, the web resource needs to be structured as well 

to improve search term.  

 

Information is organised in a way that makes it easier for the end users to find the 

information efficiently and accurately (Oikonomakou and Vazirgiannis, 2005). But 

Jain et al. (1999) discovered that documents are grouped (cluster) together with similar 

or related documents for easy search but there is a need to optimise the search engine. 

Therefore, Eissen et al., (2005) and Chim and Deng, (2008) described a better  way to 

achieve more accurate document clustering based on phrase that is more informative 
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and semantic representation than feature term clustering. A Suffix Tree Clustering 

(STC) algorithm is adapted to group the input texts according to the identical phrases 

(Hammouda and Kamel, 2004). The web resource is specified with a particular page 

number (refers to multiple document sources) to reduce dimensionality of features. But 

due to succinctness of natural language, words can represent multiple concepts and 

different terms may represent the same or similar concepts. In disambiguating terms 

that occurred in natural language, the available context information from ontology is 

used to extract concept description from the clusters that match query (Navigli and 

Ponzetto, 2010). The clusters that relate to the concepts‟ description are chosen for 

further processing. 

  

The retrieved Multiple Document Sources (MDSs) from clusters are filtered 

(preprocessed) by removing unwanted words such as stopwords and stemming 

appropriate terms with their lemma. A WordNet-based lemmatisation that belongs to 

the group of dictionary algorithms is used to reduce words that are not in stem forms to 

their corresponding lemma. These preprocessed documents are ranked based on the 

similarity which was attained by means of the extracted domain concepts hierarchy. A 

concept weighting estimation model is developed to determine the feature vector of 

concepts in the retrieved MDSs. This reduces the features and normalises the similarity 

weight (wt) values between 10  wt for the values to be based on a scale. 

 

The Multiple Document Sources (MDSs) from web as information source is not 

sufficient to determine the semantic implication of term similarity due to the diversity 

of words. This implies there is a need for additional knowledge information source to 

adjust and add meaning to the similarity. The knowledge source (semantic network) 

requires higher accuracy of the semantic similarity of terms with the help of 

conceptual knowledge. A hybrid measure is developed combining information content 

from knowledge source with path length in the taxonomy. Thus, similarity is imparted 

with a semantic meaning to solve the language mismatch. Two concepts from related 

domain searched with the documents retrieved (Da and Db) are semantically related if 

the similarity function maps to a real-valued number between 15.0  wt which has a 

higher value when measured. Therefore, similarity between documents retrieved from 

related domains queries is determined. 
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The MDSs and semantic network information sources are integrated forming 

conceptual knowledge model using machine learning techniques. This solves the 

problem of semantic language mismatch of terms in related or overlapping domains in 

retrieval system. 

 

1.2 Statement of the Problem  

If users use different synonymous terms as query, the information or documents 

retrieved are not always similar. This is because the current web lacks semantic 

meaning?. Therefore, similarity is important in retrieval of web document. But most 

similarity techniques that have been used in information retrieval systems do not 

consider the semantic of terms in retrieval of web document in related domains. 

However, one or more information sources were used in these techniques (Meng et al., 

(2014); Prathvi and Ravishankar, (2013) and Bollegala et al, (2007)).  Those that used 

two information sources were based on the same source or two different structured 

corpora, for instance, latent semantic indexing and knowledge sources. These are 

structured texts and not unstructured large database as web documents (Mihalcea et al., 

(2006) and Nitish et al., (2012)). The most difficult part of retrieval system is when 

indexers analyse the content of a given document in two different ways resulting in 

two different index entries.  

 

Information source by multiple document collection (web resources) used term 

frequency-inverse document frequency (tf-idf) to determine the weight of term 

vectors‟ occurrence in form of  


















1)(
log,

jdf

D
tfidftf ji       (1.1) 

It has been argued that tf-idf is not directly derived from a mathematical model of term 

distribution or relevancy analysis. But it was derived from the theory of language 

modelling where the terms in a given document are divided into with and without the 

property of eliteness (Roberston, 2004). However, the idf measures the importance of 

term but there is effect on idf for terms that do not occur in the document training sets 

in 1.1. The tf-idf is based on bag-of-words (BOW) because it does not consider the 

ordering of words. This reduces the weight of the terms occurrence and increases the 
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dimensionality of features while the similarity metrics are lexically based (Christopher 

and Hinrich, 2001).
  

 

Although, query is not consistent with vocabulary used in multiple document 

collections but it has been observed by information retrieval researchers that indexing 

tends to be more consistent when the vocabulary used in the query is controlled. The 

indexers are more likely to agree on the terms needed to describe a particular context. 

Therefore, query can be modelled using ontology structure. However, the web needs to 

be structured as well (clustering web document) to improve the search result. 

Consequently, using semantic network for similarity controls the vocabulary and this 

involves the semantic meaning of two concepts or terms in WordNet. But most 

existing semantic networks use a single similarity method with one weakness or the 

other (Pirrò, (2009); Mihalcea, (2006)).  Semantic network similarity on Information 

Content (IC) does not consider the path length of taxonomy in WordNetSimilarity. 

However, similarity methods that consider the position of concepts in the taxonomy 

perform better than only path length. (Li et al., 2003). Furthermore, exploiting the 

information content with structure of the taxonomy also performs better than hybrid 

and feature based method (Rodriguez and Egenhofer, 2003). Although, the knowledge 

source method has the advantage to be fast and makes it possible to have a reusable 

resource even though the corpus changes. Its drawback is the possibility to omit some 

concepts with different forms that appeared in the source text and in the ontology.  

 

High level semantic contents are modelled using conceptual indexing. A hyrid 

conceptual knowledge model is developed in which similarity is based on context. 

This overcomes the problem of language mismatch to some extent. The research work 

adjusts multiple document sources with semantic network to solve the language 

mismatch in retrieval of relevant documents in related domains. The similarity level is 

evaluated using different machine learning techniques to determine the similarity 

coefficient. 

 

1.3 Research aim and objectives 

This study was designed to develop a conceptual knowledge model to solve the 

problem of term similarity in web documents retrieval by amplifying structured 



UNIV
ERSITY

 O
F I

BADAN LI
BRARY

7 
 

semantic network in Multiple Document Sources (MDSs) to reduce mismatch in 

retrieval results.  

The objectives are as follows: 

i. Extract ontology hierarchy concepts for querying the search engine. 

ii. Develop adaptation suffix tree for clustering  and structuring search result  

iii. Reduce the dimensionality of features by developing a concept weighting 

model for the similarity process. 

iv. Developing a model that uses a web based interface which incorporates length 

of taxonomy into the information content to optimise the semantic similarity in 

WordNet. 

v. Integration of the data from the sources into machine learning techniques to 

determine the level of similarity correlation coefficient of Term Similarity.  

1.4 Significance of the Study 

Recent technology in web search should enable machine to understand user‟ request 

and respond to request based on the context. The understanding requires that relevant 

information sources be semantically structured. The algorithm and model developed in 

this study will improve the search result of web document retrieved. As a result, this 

would minimise irrelevant documents, reduce time constraint of the users and enhance 

precision and recall. 

 

1.5 Scope and Limitation 

The approaches and techniques of semantic information retrieval are based on many-

to-many relationship (m:n) between different terms used in searching web documents 

from related domain. The development of concept weighting estimation for the feature 

vector construction is leveraged with semantic. However, an extension of information 

content similarity with the path length in WordNetSimilarity is also considered. 

Although, the semantic similarity between terms or concepts in document collection 

and semantic network is not automatic because it requires human intervention; 

therefore, the approach is semi-automatic. 

 

1.6 Thesis Organisation 

The remaining part of the thesis is organised into four sections. Chapter Two is centred 

on literature review; it provides an overview of related work with a focus on the basic 
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concepts of information retrieval, Semantic Web and its goal to provide basic 

understanding of ontologies and ontological representations. Also, it includes 

document indexing, search clustering techniques and query expansion methods. 

Similarity measures methods were also considered in terms of knowledge methods 

with different information sources. In Chapter Three, the research methodology is 

presented on research phases and tasks. Furthermore, the research methods were used 

to achieve the objectives. Chapter Four presents the results of the work, discussion and 

evaluation of the results of the work presented in chapter three. The objectives and the 

research questions are revisited. The research questions with regard to the results are 

evaluated and hence the contribution of this work is achieved. Finally, Chapter Five 

discusses the summary, conclusion and recommendations. 
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CHAPTER TWO 

LITERATURE REVIEW 

2.1 Introduction 

There has been a tremendous growth in documents information especially on the web. 

Researchers have begun to delve into the potential of associating web content with 

explicit meaning so as to create a web with meaning. This chapter introduces the 

concept of information retrieval and the basic concepts of Semantic Web. The goal of 

semantic web to provide basic understanding of ontologies is the basis of this research 

work. Rather than rely on natural language processing (NLP) to extract the meaning 

from existing documents, the approach requires describing the use of ontology. 

Ontology is described in different language knowledge representations. Different 

search result clusterings are also explored to provide solution to the problem with 

ranked ordering so that users can find relevant documents easily. However, users are 

provided with the options to select the minimum frequency to be considered as well as 

the maximum number of words in a term. Different domain applications or uses of 

ontologies are also considered. Different similarity measures and information sources 

are discussed both in document collections and knowledge sources in order to increase 

the coverage of different sources and some related literatures. 

 

2.2 The Concept of Information Retrieval 

Sparck and Willet (1997) invented information retrieval in 1952 and gained popularity 

in the research communities in 1961. Therefore, information retrieval organises 

function in libraries that are no longer just storehouses of books but as places where 

information is catalogued and indexed. However, the concept of information retrieval 
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presupposes that there are some documents or records containing information that has 

been organised in an order suitable for easy retrieval. 

 

An information retrieval system was designed to retrieve documents or information 

required by the user. Thus, an information retrieval system aims at collecting and 

organising information in one or more subject areas in order to provide answer to the 

query of the users. Lancaster (1968) as cited by Chowdhury and Chowdhury (2002) 

commented that an information retrieval system does change the knowledge of the user 

on the subject of enquiry. The information retrieval system however serves as a bridge 

between the generation of information and the users of that information. There are two 

categories of information retrieval systems that have been identified. These are: 

 

i. In-house Information Retrieval Systems: These are set up by a particular library 

or information centre to serve mainly the users within the organisation. An 

example is the database of catalogue. Online public access catalogue (OPAC) 

provides facilities for library users to carry out online catalogue searches and 

check the availability of the item required. 

 

ii. Online Information Retrieval Systems: These are designed to provide access to 

remote and different collections of databases for a variety of users. Such services 

are available mostly on commercial basis, academic research and there are a 

number of vendors that handle the services. 

 

This thesis is more concerned about the online information retrieval system that is the 

web. Web (Internet) resources vary significantly in terms of their content (text, 

numeric, audio, image video, etc.), file format availability and URL (Uniform 

Resource Locator) or the address of a web page. There are rules and guidelines 

required to help make information retrieval easy and effective. Schwartz (2001) 

mentioned the term “metadata” which is used primarily in the field of database 

management. Metadata has been classified into the following based on its use: 

i. Metadata based on administrative was used in managing and administering 

information resources. 

ii. Metadata based on descriptive was used to describe or identify information. 
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iii. Metadata based on resources preservation was related to the preservation and 

management of information resources 

iv. Used metadata was related to the level and types of use of information 

resources. 

 

Moreso, metadata supports a variety of operations and the users of the metadata are 

either human or computer programmes. But the primary functions of metadata are to 

facilitate the identification, location, retrieval, manipulation and use of digital objects 

in networked environments. It has become an important issue in information 

organisation since the advent of the Internet and the web.  

 

Xin (1990) wrote on the ideal document retrieval environment. A query statement is 

represented by a group of distinct index terms as well as the semantic relationship 

between these terms, so that retrieval could be based on the structured of semantic 

relationship. Moreover, documents are retrieved on the basis of the correspondence 

between search terms expressed in the query and the index terms in the document. 

Indexing systems designed to assist in the retrieval of documents operate by assigning 

index terms to the analysed subject of each document either manually or automatically. 

 

The most difficult part of retrieval system is where two different indexers analyse the 

content of a given document in two different ways resulting in two different index 

entries. However, it has been observed by information retrieval experts that indexing 

tends to be more consistent when the vocabulary used is controlled because indexers 

are more likely to agree on the terms needed to describe a particular context. The 

different kinds of vocabulary control tools have been introduced. Examples are the 

thesauri and WordNet. These are part of the major concern of this research work. 

 

Rowley (1994) defined the thesaurus as a compilation of words and phrases showing 

synonyms of hierarchical, relationships and dependencies, the function of which is to 

provide a standardised vocabulary for information systems. The thesaurus is to exert 

terminology control in indexing and to aid in searching by alerting the searcher to the 

index terms that have been applied. 
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Other advantages of automatic indexing are the maintenance of consistency in 

indexing, indexing time is saved, index entries are produced at a lower cost and better 

retrieval effectiveness is achieved. 

 

In conclusion, Chowdhury and Chowdhury (2002) evaluated an information retrieval 

system as a measure of effectiveness and efficiency. Effectiveness may be a measure 

of how far it can retrieve relevant information while withholding non-relevant 

information but efficiency is how economically the system is achieving its objectives. 

 

2.3 Semantic Web  

The potentials of World Wide Web (WWW) as an information source are relatively 

untapped because it is difficult for machines to process and integrate information 

meaningfully. In response to this problem, many new research initiatives have been set 

up to enrich available information with machine-processable semantics. Tim Berners-

Lee (2001), Director of the World Wide Web Consortium (W3C), referred to the 

future of the WWW as the “Semantic Web”. This is an extended web of machine-

readable information and automated services. The Semantic Web is an emerging 

research area which builds on the foundations of diverse prior work, that is, Semantic 

Web was built on top of the existing web. It is important to have a clear understanding 

of existing web standards and anticipate how the Semantic Web will interact with 

other web technologies as described by the World Wide Web Consortium (W3C) using 

standardised languages. 

 

Semantic Web (SW) data cannot explicitly describe the knowledge content in Hyper 

Text Mark-up Language (HTML) pages. But Semantic Web can specify the implicit 

information contained in the web and the usable representation of inaccessible 

database or other resource. Consequently, information must be provided in such a way 

that computers can understand it. To grow with the realisation of the SW vision, the 

SW technologies have been developed. These form part of the SW layers which are 

illustrated in Figure 2.1 below. The descriptive information made available by these 

languages allows for characterising individually and precisely, the type and the 

relationships between the resources in the web.  
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Figure 2.1: Semantic Web Stack (adapted by Berners-Lee et al. 2006) 
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The Semantic Web consists of two formats. The first includes common formats for the 

integration and combination of data drawn from diverse sources while the original web 

mainly concentrates on the interchange of documents. The second involves the 

language recording how the data relates to real world objects. This allows a person or a 

machine to start in one database and then move through an endless set of databases 

which is connected by being about the same thing not by internet. Finally, the 

Semantic Web aims at defining ways to allow web information to be used by 

computers for interoperability and integration purposes between systems and 

applications. Moreover, the formal logical model to represent knowledge in such 

description is ontology. 

 

2.3.1 Ontology 

The term “ontology” is borrowed from philosophy, where it refers to a systematic 

account of what can exist or “be” in the world. In the fields of computer science, 

ontology is referred to as a formal specification of the concepts of an interest domain, 

where the relationships, constraints and axioms are expressed, thus defining a common 

vocabulary for sharing knowledge. A well-known definition of the ontology was given 

by Gruber (1993) as  "a set of representational primitives with which to model a 

domain of knowledge or discourse".  

 

Ontologies are used in the fields of the computer science as Artificial Intelligence (AI), 

software engineering, Semantic Web (SW) and Natural Language Processing (NLP). 

The objective of using ontologies is to share knowledge between computers or 

computers and humans. It builds upon a hierarchical structure and is categorised into 

two layers: These are Upper ontology and Domain ontology. 

i. Upper Ontology: SUMO (Pease and Niles, 2002) and CyC (Lenat, 1995) are 

examples of ontologies that describe the most general entities (concepts, 

properties and relationship). This subsumes a large number of more specific 

concepts and contains very generic specifications that serve as a foundation for 

specialisations.  

 

ii. Domain Ontology: This describes subject domain, entities and relations of a 

specific domain and expresses directly the texts it belongs to or the text from 

which it is extracted. It offers the highest levels of both formalisation and 
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semantic expressiveness. It formally models a domain of interest by the 

definition of classes and its semantic interrelations. But the ontology class 

structure is not necessarily linear. It allows classes to have more than one 

superclass.  

As far as relations are concerned, ontology offers a superior level of expressiveness 

than thesauri. However, all imaginable semantic relations are defined between all 

kinds of objects in ontology as shown in Figure 2.1 below. Ontology is far more 

expressive than topic maps.  

 

2.3.2 Knowledge Structures 

There are some other knowledge structures that exist varying from the levels of 

formalisation and semantic expressiveness. As shown in Figure 2.2, the higher the 

level of formalisation, the higher is the semantic expressiveness. Taxonomies show the 

lowest level of both formalisation and semantic expressiveness while ontologies have 

the highest levels of formalisation and semantic expressiveness. 

i. Taxonomy 

Taxonomy and ontology are occasionally used interchangeably. Taxonomies are 

collections of entities ordered by a classification scheme for a certain domain 

and are usually arranged hierarchically in a linear structure. Each category is 

assigned to maximally one super-ordinate category, forming a tree structure of 

category hierarchies. An example of taxonomy is the Open Directory Project 

(ODP). 

 

ii. Thesaurus 

Burkart et al. (2004) describe thesaurus as controlled vocabularies which are 

usually developed for the purposes of document indexing and retrieval. 

Compared to taxonomies, it offers a higher level of expressiveness by allowing a 

structured vocabulary of a certain domain. This is not only in a hierarchical order 

but also by a set of predefined semantic relations. Burkart et al. (2004) represent 

relations between compound terms and their components in a thesaurus. A 

popular thesaurus from the domain of education is the English-language ERIC 

Thesaurus of the Education Resources Information Centre. 

 

 



UNIV
ERSITY

 O
F I

BADAN LI
BRARY

16 
 

 

 

 

 

 

 

 

 

 

Level of semantic 

Expressiveness 

 

 

 

 

         

 

 

 

Level of Formalization 

Figure 2.2: Ontology and Knowledge Structures (Ullrich et al. 2003) 
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iii. Topic Map 

The topic map is used to simplify the exchange of knowledge structures on the 

web standard. It adds a level of complexity to classification systems and 

controlled vocabularies such as thesauri and taxonomies. It differentiates 

between abstract subjects and real representations and occurrences in documents 

which are referred to as topics. It also offers similar possibilities as ontologies 

which distinguish between abstract classes and their concrete instantiations. 

However, the standard does not allow for drawing inferences on the represented 

knowledge and no formal query languages are available for querying topic maps. 

 

2.3.3 Types of Ontology 

Ontologies are classified into three categories based on their strengths and weaknesses. 

These categories are explained below:  

i. Formal Ontologies 

In logic, formal ontology supports complex inferences and computations and has 

a conceptualisation structure that is distinguished by axioms and definitions. It 

directly induces an inference mechanism and specific properties of entities which 

are derived when needed. A drawback is the high effort of encoding and the 

danger of running into inconsistencies. Therefore, exact interference may 

become intractable in large formal ontologies. 

 

ii. Prototype-Based Ontologies 

This is distinguished by typical instances or prototypes rather than by axioms 

and definitions in logic. Categories are formed by collecting instances 

extensionally and selecting the most typical members for description. For its 

selection, a similarity metric on instance terms has to be defined. The 

disadvantage of the prototype-based ontology is the absence of concept labels 

which makes it impossible to answer queries. 

 

iii. Terminological Ontologies 

These are partially specified by subtype-supertype relations and describe 

concepts by concept labels or synonyms rather than by prototypical instances but 

lack an axiomatic grounding. A well-known example of a terminological 

ontology is WordNet (Miller, 1995).  
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A terminological and prototype-based ontology cannot be used in a straightforward 

way for inference but is easier to construct and to maintain. Due to the absense of 

concept label during construction, these are directly induced by term clustering and 

therefore easier to construct but less utilisable than terminological ontologies.  

 

2.3.4 Ontology Language Representation 

The use of ontology for different purposes in the context of information retrieval is 

based on the nature of the ontology used. Ontologies are implemented in a great 

variety of languages. The most representative languages are XML which has been 

adopted as a standard language used to exchange information on the web and along 

with some other languages as shown in the Figure 2.3. 

i. XML 

eXtensible Markup Language (XML) is used as data exchange format in different 

domains. It allows different parties to exchange data by providing common 

understanding of the basic concepts in the domain. Shabo (2006) described the 

syntactic level of XML but this lacks support for reasoning (semantics). Thus, 

problems arise when it is necessary to manipulate and integrate different XML data 

sources; therefore, organisations are shifting from a syntactic to a semantic level. 

Ontologies are necessary to express the semantics of the data. The data sources are 

heterogeneous in syntax, schema, or semantics thus making data communication a 

difficult task. Syntactic heterogeneity is caused by the use of different models or 

languages. Schematic heterogeneity results from structural differences and is caused 

by different meanings or interpretations of data in various contexts. In 

implementing ontology, several languages have been created based on XML. These 

are discussed below: 

 

ii. URI and Unicode 

The Semantic Web is generally built on syntaxes which use Uniform Resource 

Identifier (URI) to represent data, usually in triples-based structures, that is many 

triples of URI data that can be held in databases or interchanged on the World Wide 

Web using a set of particular syntaxes developed especially for the task. These 

syntaxes are called "Resource Description Framework" syntaxes. Unicode allows 

supporting the international text style standard. 
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Figure 2.3: Semantic Web Layer Data Representation Standards  
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iii.  RDF (Resource Description Framework)  

Bray (2004) described XML meta-language as a standard based on meaning to map 

the information directly and unambiguously to a model. For processing metadata 

(data about data), Lassila and Swick (1999) developed the concept of RDF model 

which is used in a standardised way. It uses metadata format that permits to reason 

about data. It is used to capture and state the conceptual structure of information 

offered in the Web.  

 

The RDF assertions (triples) of URIs are viewed as a data model for describing 

machine processable semantics of data to build the infrastructure for that which Tim 

Berners-Lee, the creator of WWW space, called the Semantic Web (Berners-Lee et 

al., 2001). Gil et al., (2005) and Daconta et al., (2003) suggested that to gain benefit 

of the full potentials of the Semantic Web, the main idea is to publish data as RDF, 

a common data annotation and representation.  

 

iv. SPARQL 

Data are accessed in the form of RDF triples in ontological knowledge bases. The 

SPARQL syntax is similar to that of the SQL query language for relational 

databases as the SELECT and WHERE clauses are employed to query data from an 

RDF graph. SPARQL queries are similar to the triple-form of RDF statements, 

except that each subject, predicate or object in the SPARQL query may consist of a 

variable. 

 

v. RDF Schema  

Brickley and Guha, (2000) developed a simple data-typing model for RDF which is 

RDFS which can model simple ontologies. Web resources process class hierarchies 

and properties with ranges and domains. This allows the quickly building up of 

knowledge databases in RDF. RDFs also contain a set of properties for annotating 

schemata, providing comments and labels and making them easy to be understood. 

 

vi. FLogic  

Kifer et al., (1995) introduce Frame Logic (FLogic) which provides a semantically 

founded knowledge representation based on the frame-and-slot metaphor. Another 

formalism that fits well with the structure of RDF is Conceptual Graphs. Corcho 
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(2001) provided a visual metaphor for representing the conceptual structure, where 

languages receive the name “classic languages”. It follows a syntax based on LISP 

(to the exception of FLogic).  

 

vii. Web Ontology Language (OWL)  

Dean and Schreiber (2003) introduce a more recent Web Ontology Language 

(OWL) which has become a popular standard for data representation and exchange 

and it is the language recommended by the W3C. The OWL supports the 

representation of domain knowledge using classes, properties and instances of the 

use in a distributed environment as the World Wide Web. OWL includes three sub 

languages discussed below: 

i. OWL-Lite: It supports those users who primarily need a classification 

hierarchy and simple constraint features. For example, while OWL Lite 

supports cardinality constraints, it only permits cardinality values of 0 or 1. It 

should be simpler to provide tool support for OWL Lite than its more 

expressive relatives, and provide a quick migration path for thesauri and other 

taxonomies. 

 

ii. OWL-DL: OWL-Description logic (DLs) is the popular framework and it is 

the first order logic which aims at being expressive while retaining 

computational completeness.  That is, all conclusions are guaranteed to be 

computed and decidable (all computations will finish in finite time). Baader et 

al. (2003) suggested OWL which influences quite a number of sources but its 

main representational facilities are directly based on Description Logics. 

OWL-DL provides a compromise supported by reasonably efficient reasoners 

and a language that can express large classes of ontologies and knowledge. 

Due to these advantages over others OWL language is used as language 

representation for the two domains in this research work. 

 

iii. OWL Full: This is used by users who want maximum expressiveness and the 

syntactic freedom of RDF with no computational guarantees. For example, in 

OWL Full, a class is treated simultaneously as a collection of individuals and 

as an individual in its own right. Another significant difference between  

OWL-DL and OWL Full is that owl:DatatypeProperty is marked as an 
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owl:InverseFunctionalProperty. OWL Full allows an ontology to augment the 

meaning of the pre-defined RDF or OWL vocabulary. It is unlikely that any 

reasoning software will be able to support every feature of OWL Full.  

 

2.3.5 Reasoning with OWL 

Horrocks and Patel-Schneider (2004) provided an overview of the OWL Description 

Logic (OWL-DL). OWL-DL is a syntactic variant of the SHOIN (D) description logic. 

Although several syntaxes for OWL-DL exist, the traditional description logic notation 

was used since it is more compact and consistent. An ontology O is consistent if and 

only if O is satisfiable, that is, if ontology O has a model.                                                                                                                                

To be able to define queries with domain ontologies, it relied on the notion of 

entailment:                      to denote that the ontology O entails the axiom 

  (alternatively, is a consequence of the ontology O), if and only if   holds in any 

model in which ontology O holds. 

 

Ontology learning enables obtaining the required formal representations of the 

knowledge available in the corpus or lexical database to be able to support such 

advanced types of search. To automatically learn ontologies to enhance search such 

ontology should be able to support queries.  

 

2.3.6 Ontology Development 

With the explosion of the amount of electronic data on the Web, the ability of creating 

conceptual models from textual data is a key issue for the current Semantic Web (SW) 

and Artificial Intelligence (AI) research. The Semantic Web relies heavily on domain 

ontologies as conceptual models which aim at making machines able to interpret the 

actual web content. However, a well-known problem of the Semantic Web is the 

knowledge acquisition bottleneck. This results from the difficulty of manually building 

or developing domain ontologies and making them evolve to reflect the actual data 

content. Manual acquisition of ontologies is a tedious and cumbersome task. It requires 

an extended knowledge of a domain and in most cases the result could be incomplete 

or inaccurate. Gomez-Perez et al. (2003) explained that building ontologies manually 

is expensive, biased towards developer, inflexible and specific to the purpose that 

motivated its construction. 
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However, the manual ontology created is almost always at a higher level of semantic 

richness. For this reason, when semantic richness is the goal, manual approaches are 

preferred to automatic approaches. Researchers try to overcome these disadvantages of 

manually building ontology by using semi-automatic or automatic methods in the 

building process. This deals with huge amounts of data to help speed up the manual 

ontology creation process. Sabou et al. (2005) suggested that automation of ontology 

construction does not only reduce costs but also results in an ontology that better 

matches its application. Buitelaar et al. (2005) organised the aspects and tasks involved 

in ontology development into a set of layers. Such layers are shown in Figure 2.4.  In 

this research work, semi-automatic tools and methods are presented. 

 

Two main methods exist in semi-automatic ontology development. The first aids 

ontology construction by providing tools, including editors, consistency checkers, 

mediators to support shared decisions, and ontology import tools. The second relies on 

machine learning and automated language processing techniques to extract concepts 

and ontological relations from structured and unstructured data such as databases and 

texts or more precisely it relies on ontology learning. There are two (2) ways of 

ontology developments. These are: 

 

2.3.6.1 Ontology Creation From Editors  

Ontology creation from editors is used by knowledge engineers or domain experts to 

build the ontology from the scratch or to build from existing ontology. Examples of 

such are discussed below: 

i. Apollo: These are user-friendly knowledge modelling applications which allow 

users to model ontology with basic primitives such as classes, instances, 

functions, relations and so on. Uhlir et al. (2003) used Apollo for ontology 

creation but this does not support graph view, web information extraction and 

multi-user capabilities. It has strong features consistency checking and stores the 

ontologies in form of import/export format. Apollo is implemented in Java. 

 

ii. OntoStudio: It is an Ontology Engineering Environment supporting the 

development and maintenance of ontologies by using graphical means. Cardoso 

(2007) described an environment that allows creating, browsing, maintaining and  
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Figure 2.4: Layers of the Ontology Development Process (adapted from Buitelaar 

et al. 2005). 
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managing ontologies. OntoStudio is built on top of a powerful internal ontology 

model. The tool allows the user to edit a hierarchy of concepts or classes.  

 

iii. Protégé Ontology Editor: Fergerson et al. (2004) developed a free, open-source 

platform that provides a growing user community with a suite of tools to 

construct domain models and knowledge-based applications with ontologies. It 

implements a rich set of knowledge modelling structures and action that support 

the creation, visualization and manipulation of ontologies in various 

representation formats. Noy and Musen (2004) presented Protégé-OWL for 

reasoning API that can access an external DIG-compliant reasoner which enables 

the inferences about classes and individuals in ontology. The significant 

advantage of Protégé is its scalability and extensibility (Kapoor and Sharma, 

2010). In this research work, Protégé 4.2 is used to construct domain models and 

knowledge-based of existing ontologies. 

 

iv. Swoop (Semantic Web Ontology Overview and Perusal): Kalyanpur et al. (2005) 

developed a simple, scalable, hypermedia-inspired OWL ontology browser and 

editor written in Java. Swoop contains OWL validation and offers various OWL 

presentation syntax views (Abstract Syntax, N3 etc). Swoop does not follow a 

methodology for ontology construction and it is not possible to do partial imports 

of OWL.  

v.  

vi. OntoEdit: Sure et al. (2002) developed environment for ontology design and 

maintenance. It supports multilingual development, and the knowledge model is 

related to frame-based languages. It provides other features to deal with the 

requirements an ontology engineer has.  

 

vii. OilEd: Davies et al. (2003) built ontologies using DAML+OIL for allowing the 

user to inspire the actual OWL. The basic design has been closely influenced by 

similar tools such as Protégé and OntoStudio. OilEd inherits only the main 

facilities, the rest being a little bit restricted.  . 

 

viii. WebODE: Arpírez et al. (2001) developed an ontological engineering 

workbench that provides varied ontology, related services and gives support to 
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most of the activities involved in the ontology development process and in the 

ontology usage. Fernández-López et al. (1999) represented ontology in 

expressive knowledge model based on the reference set of intermediate 

representations of the METHONTOLOGY methodology.  

 

In summary, a lot of similar ontology development tools (editors) do exist for the 

building of ontology. However, one major drawback of these methodologies is the 

huge amount of time and effort required by humans called “knowledge acquisition 

bottleneck”. This situation is even worsened when it comes to ontology evolution or 

mapping.  

With the rapidly growing amounts of electronic data, providing (semi) automatic 

knowledge extraction tools is a must, to help speed up the manual ontology creation by 

editors. In order to reduce the effort in the design and development of ontologies, this 

thesis presents automatic extraction of each of the ontological components from 

domain texts.  

 

2.3.6.2 Ontology Creation using Learning Techniques  

The problem that ontology learning deals with is the knowledge acquisition bottleneck, 

which is the difficulty to actually model the knowledge relevant to the domain of 

interest. Gomez-Pere and Manzanor-Macho (2003) defined ontology learning as the 

set of methods and techniques used for building ontology from the scratch and 

enriching, or adapting an existing ontology in a semiautomatic fashion using several 

sources.  

 

Shamsfard and Barforoush (2003) defined ontology learning as extracting ontological 

elements (conceptual knowledge) from input and building ontology from them. It aims 

at semi-automatically or automatically building ontologies from a given text corpus or 

other sources with a limited human intervention. Ontology learning uses methods from 

a diverse spectrum of fields such as machine learning, knowledge acquisition, natural-

language processing, information retrieval, artificial intelligence, reasoning and 

database management (Sabou et al. 2005). The automatic or semi-automatic support 

for the instantiation of a given ontology is referred to as ontology population (Buitelaar 

et al. 2005).  
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According to Benz and Hotto, (2007) there are two fundamental aspects on ontology 

learning: 

i. The availability of prior knowledge: The learning process is performed from 

scratch or some prior knowledge is available. Such prior knowledge is needed in 

the construction of a first version of the ontology. Thus, a source of prior 

knowledge demands little effort to be transformed into the first version of the 

ontology. This version is then extended automatically through learning procedures 

and manually by a knowledge engineer.  

There are inputs used by the learning process. Benz and Hotto (2007) define three 

different kinds as:  

i. Structured Data e.g. Database schemes. 

ii. Semi-Structured Data e.g. Dictionaries like WordNet (Miller,1995) 

iii. Unstructured Data e.g. Natural language text documents. 

 

Some systems build ontology from scratch (Sabou et al., 2005; Karoui et al. 2004) 

while others used keywords for the representation of specific domain (Sanchez and 

Moreno, 2004; Hazman et al., 2009). Ontology learning systems are different by the 

degree of automation from semi-automatic, cooperative and fully automatic. 

 

i. Ontology Learning from Structured Data 

These ontology learning procedures extract parts of the ontology using the available 

structured information. Examples of structured information sources are database 

schemas, existing ontologies and knowledge bases. The central problem in learning 

from structured data is to determine which pieces of structural information would 

provide relevant knowledge.  

 

ii. Ontology Learning from Semi-Structured Data 

Semi-Structured data creates richer results on comparison with unstructured data. It 

provides more semantics in the data and responds better in inference. However, 

deduction is performed.  Examples of Semi-structured data are WordNet, HTML and 

XML documents. Building ontology from semi-structured data uses both traditional 

data mining and web content mining techniques.  

Karoui et al. (2004) used clustering techniques to group similar words into clusters in 

order to define a concept hierarchy. Bennacer and Karoui (2005) transformed HTML 
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web pages into structured data represented by a relational Table (database). Davulcu et 

al. (2004) and Hazman et al. (2009) developed OntoMiner which learns from HTML 

pages to build taxonomy using structure only. Ontologies can also be built from 

converting the HTML pages to hierarchical semantic structures as XML to mine it for 

generating taxonomy (Davulcu et al. 2004). 

 

iii. Ontology Learning from Unstructured Data 

Building ontology from unstructured data or domain corpus (text) has been targeted by 

many researchers. The building approaches are classified into three (3) approaches. 

Buitelaar et al. (2005); Cimiano and Völker (2005) built ontology from scratch. 

Navigli and Velardi (2004) extended a predefined general ontology such as WordNet 

with possible application domain concepts and relations. The last approach is to built 

ontology as a composition of other predefined ontologies (Cimiano et al. 2007). 

Battista et al. (2007) build design decision where the resultant ontology is either single 

layer ontology or a multi-layered ontology.  

 

All these need more processing than the semi-structure data, although the quality of the 

results of ontology learning procedures using structural information is better than the 

ones using completely unstructured input data (Dellschaft, 2005). Unfortunately, most 

of the available knowledge is in the form of unstructured text such as Word, PDF 

documents or Web pages. 

 

2.3.7 Tool for Building Ontology from Unstructured Data  

There have been many attempts to reduce this bottleneck through ontology learning 

tools: 

i. ASIUM: Faure (1999) learnt ontology from sub-categorisation frames and 

restrictions of selection. ASIUM learns semantic relations by clustering the 

nouns based on occurrence with the verbs. In ASIUM, each of the clusters of 

nouns is presented to the user for labelling.  

 

ii. Text-To-Onto: Maedche and Volz (2001) developed ontology learning based on 

a general architecture and discovered conceptual structures from text. Text-To-

Onto implemented a variety of algorithms for diverse ontology learning subtasks 

particularly relevance measures for term extraction, different algorithms for 
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taxonomy construction as well as techniques for learning relations between 

concepts (Maedche and Staab, 2000). The focus of Text-To-Onto has been on 

the algorithmic backbone with the result that combines different algorithms but 

the interaction with the user has been neglected.  

 

iii. Hasti: Shamsfard and Barfooush (2003) extracted the candidate concepts where 

a set of rules were defined to identify the structural sentences. This used 

predefined semantic templates to extract the knowledge from the candidate 

sentences. Hasti is an on-going project but does not report any new methods on 

identification of relations. 

 

iv. OntoLT: Buitelaar et al. (2005) built from scratch where protégés were used to 

extracts ontology from text by defining a number of linguistic patterns over an 

annotation format that automatically extracts class and slot candidates. 

Alternatively, the user can define additional rules, either manually or by the 

integration of a machine learning process. The extracted elements were validated 

by the user before being inserted into the ontology. 

 

v. OntoLearn: Navigli and Velardi (2004) employed population method based on 

text mining and machine learning techniques. OntoLearn started with an existing 

generic ontology (WordNet) and a set of documents in a given domain. This 

produced a domain extended and trimmed version of the initial ontology. The 

final ontology is output in OWL language. OntoLearn has been applied to 

different domains (tourism, computer networks, economy). 

 

vi. Text2Onto: Cimiano and Volker (2005) employed framework which has been 

developed to support the acquisition of ontologies from textual documents. It 

provides an extensible set of methods for learning atomic classes, class 

subsumption, as well as object properties and instantiation.  

 

vii. OntoGen: Fortuna et al. (2006) suggested the possible new topics and visualised 

the topic ontology created in real time. It aims at assisting the user in a fast semi-

automatic construction of the topic ontology from a large document collection. 
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Consequently, it helps by automatically assigning documents to the topics by 

suggesting names for the topics. 

 

viii. OntoCmaps: Zouaq et al (2011) developed a domain-independent and ontology 

learning tool that extracted deep semantic representations from corpora. 

OntoCmaps generated richer conceptual representations in the form of concept 

maps and proposed an innovative filtering mechanism. It accepts both 

unstructured text and other concept maps as input. It is considered as a semi-

automatic ontology construction tool. The structure created goes under the 

subclass of ontology.  

 

ix. LexOnt: Arabshian et al. (2012) developed a semi-automatic ontology generator 

that helps in the ontology creation of high-level service ontology. It uses the 

programmable web directory of services such as Wikipedia and WordNet. It also 

accepts unstructured text as input and also is considered as a semi-automatic 

ontology construction tool.  

 

According to Hotho et al. (2002), techniques from text learning and information 

retrieval can be used to build ontologies in a semi or automatic way. The use of this 

semi or automatic method of building ontology can provide statistically significant 

terms that could serve as potential concepts in domain ontology. This can be presented 

as candidate concept words to the domain expert constructing the ontology. In order to 

evaluate the learnt ontology, the usefulness of the ontology for text classification is 

investigated. Bloehdorn and Hotho (2004) performed text classification that improved 

the presence of concept represented in domain knowledge such as ontologies. 

Therefore, text classification provides a good context for evaluating the results of 

ontology learning. 

 

2.3.8 Application of Ontology in Different Domains  

Ontology application and usage in various domains are discussed in this section. Such 

domains include agriculture, biology, education, medicine, computer, linguistics etc. 

where the usage of ontology is proved to be extremely helpful.  
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i. Ontology in the Domain of Agriculture: Jing et al (2008) used ontology in 

various parts of agriculture such as AGROVOC which were used for agriculture 

controlled-vocabulary searching in various systems such as Food and Agriculture 

Organisation (FAO). Salvador and Miguel-Angel (2009) organised terms with 

multi-languages supported terminology of agriculture, forestry, fisheries, food 

and other related domains for accessing the structure and standardised 

agricultural terminology in multiple languages by the system and the users. 

 

ii. Ontology in the Domain of Medicine: Hoffman et al. (2005) organised ontology 

in form of structured, controlled vocabularies and classifications for several 

domains of molecular and cellular biology. It is available in the annotation of 

genes, gene products and sequences.  

iii. Ontology in the Domain of Biology: Ontology in Plant Database can describe the 

controlled vocabulary (ontology) for plants. Avraham et al (2008) implemented a 

semantic framework to make meaningful cross-species and database 

comparisons. Jaiswa et al. (2005) described plant structure development stage 

consisting of a controlled vocabulary of growth and developmental stages in 

various plants and relationships  

 

iv. Ontology in the Domain of News: In the News domain, information extraction 

does not rely on the page structure but the result of information extraction 

cooperates with the predefined ontology. Junfang and Li (2010) developed news 

domain ontology consisting of subconcepts such as navigation page, seed page, 

content page, navigation page marker path, content page marker path, title, time, 

picture and content.  

 

v. Ontology in the Domain of Linguistic: Talita et al. (2010) developed Iban 

WordNet (IbaWN) using domain ontology as the main language. However, 

ontology for agricultural domain was constructed. Saad et al. (2011) developed 

SOLAT-based ontology which involves the Al Qur'an, the authentic Hadith and 

books that focus on the Shafie's school of thought. It involves the types and 

characteristics of Solat, hukm, purification such as ghusl, wudu and Tayammu. It 

also includes Quran verses in Arabic language, images and video. There are 48 

concepts, 51 properties and 282 instances. 
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vi. Ontology in the Domain of Computer Science: The ITiCSE (Innovation and 

Technology in Computer Science Education 2007) computes ontology that 

describes various disciplines, topics and subtopics belonging to the domain of 

Computer Sciences. Perich et al. (2004) used web ontology language (OWL) and 

modular component vocabularies to represent intelligent agents with associated 

beliefs, desires and intentions, time, space, events, user profiles, actions and 

policies for security and privacy. 

 

2.3.9 Ontology Language Mismatch and Ambiguity 

In order to find similarity between terms in MDSs or ontology concepts in 

heterogeneous environment, Kamolvil (2000) categorised the problems of language 

mismatch and ambiguity of terms into syntactic, structural and semantic. 

 

i. Syntactical Mismatch  

Klein (2001) explained that the same ontology is represented in different ways based 

on representation conflict or different ontology languages. For instance, RDF or OWL 

is used by different syntactical representations. However, representation conflict 

requires normalisation before similarity. Moreover, the mismatch is not about the 

representation of concepts but about the representation of logical notions. 

 

To solve the problem of syntactic mismatch, standardised formats such as RDF or 

RDFS and OWL (discussed in section 2.2.4) must be used to describe data in a 

uniform way so that it makes automatic processing of shared information easier. 

Though standardisation plays an important role in syntactic mismatch, it does not 

overcome structural mismatch which occurs as a result of the way information is 

structured even in homogeneous syntactic environments. 

 

ii. Structural Mismatch 

The ontologies for the same domain knowledge may have different structures as 

depicted in Figure 2.5 and still refer to the same meaning expressed in different forms.  
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Figure 2.5: Structural Mismatch  
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Though solutions to syntactic and structural heterogeneity have been developed, the 

syntactic heterogeneity has been solved using standardised web ontology language 

(OWL), the problem of semantic heterogeneity is still only partially solved. 

 

iii. Semantic Mismatch and Ambiguity   

Visser et al. (1997) described semantic mismatch and ambiguity as when two contexts 

do not share the same interpretation of information, for instance synonyms and 

homonyms. The problem is referred to as a term or concept mismatch and ambiguity 

respectively. For example, two terms or concepts may use different names (synonyms) 

as in subject and course.  

This refers to terms or concepts with same names but different contextual meaning, 

(homonym) for instance, bank (financial institution) and bank (edge of a river). 

However, to solve these problems (mismatch and ambiguity) in web document 

requires the use of different knowledge sources and human effort. 

. 

Similarity provides means to address the language mismatch and ambiguity gap 

between web documents by identifying related terms or concepts present in the 

retrieved documents. Traditionally, similarity was undertaken by human domain 

experts and only recently have approaches been developed to semi-automate or 

automate the process. The resolution of similarity of terms is achieved through 

semantic processing which is a major concern in this research work. 

 

2.4 Information Retrieval  

This section presents basic concepts from the field of Information Retrieval (IR), an 

overview of established standards and major textual retrieval methods. It also focuses 

on the drawbacks and evaluation of the information retrieval system measures. The 

purpose of information retrieval (IR) is to retrieve all the relevant documents (snippets) 

while at the same time to retrieve few of the irrelevant snippets. This is expressed in 

the definition by Baeza-Yates and Ribeiro-Neto (1999) which explains that 

“Information Retrieval (IR) deals with the representation, storage, organization 

of, and access to information items. The representation and organization of the 

information items should provide the user with easy access to the information in 

which he is interested.” 
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The definition deals with the storage and the retrieval of data which are usually 

represented as vectors in multidimensional space. This is especially suitable for text 

retrieval which stores a collection of text documents. In Information Retrieval (IR) 

system as depicted in Figure 2.6, the user issues a query to the retrieval system through 

the query search engine. The retrieval system uses the document index to retrieve 

documents that contain some query terms, computes relevant scores (similarity) and 

ranks the retrieved documents according to the scores. The ranked documents are 

presented to the user. The document collection is also called the text database which is 

indexed by the indexer for efficient retrieval.  

 

Due to the semantic disconnection between query and documents, information 

retrieval system is liable to return a lot of irrelevant documents. The IR system has to 

be interpreted and rank its document according to how relevant it is to the user‟s query. 

Consequently, the notion of relevance is at the centre of information retrieval. Salton 

and Mcgill (1983) considered matching between the user‟s information need 

represented by a query formulation and the system-internal representations of 

documents. 

 

2.4.1 Information Retrieval Models  

Model is an idealization or abstraction of an actual process. It is used to study 

properties, draw conclusions and make predictions. The quality of the conclusions 

depends upon how closely the model represents reality. Moreso, the retrieval models 

describe the computational process in terms of how documents are ranked. It can also 

describe the human process. For example, it can describe information need and 

interaction. Types of Retrieval Models are based on the following concepts: 

 

i. Exact Match Retrieval: The query specifies precise retrieval criteria in which 

every document either matches or fails to match query. The result is a set of 

documents usually in no particular order or often in reverse-chronological order. 

 

ii. Best Match Retrieval: The query describes retrieval criteria for desired 

documents in which every document matches a query to some degree. The result 

is a ranked list of documents with the best and it is usually more accurate. 
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Figure 2.6: Information Retrieval System Architecture 
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Traditional information retrieval system relies on keyword to index documents and 

queries.  In such systems, documents retrieved are based on the number of shared 

keywords with the query. An information retrieval system employs a trade-off 

between the precision and recall to quantitatively measure the performance of 

information retrieval. Following the definition in Yates and Neto (1999), however, 

information retrieval model is a quadruple SimFQD ,,,  where  

 D  : set of documents collection. 

 Q : set of queries. 

 F  : framework for modelling snippets, queries, and relationships and  

UDQSim :  a ranking function that defines an association between 

queries and documents where U  is a totally ordered set [0, 1].  

The following types of model have been developed in retrieval system:  

1. Boolean model,  

2. Statistical Model  this includes 

i. Vector Space Model  

ii. Probabilistic Model) and 

iii. Latent Semantic Indexing 

3. Linguistic and Knowledge Models.  

Belkin and Croft (1992) described the first model as the "exact match" models while 

refined to the latter ones as the "best match" models.  

 

2.4.1.1 Boolean Model 

The Boolean information retrieval system is based on Boolean logic and classical set 

theory because both the documents to be searched and the user's query are conceived 

as sets of terms. However, retrieval is based on whether or not the documents contain 

the query terms given a finite set )...,( 21 ntttT   of elements called index terms 

(keywords), a finite set )...,( 21 ndddD   and iD  is a set of T of elements in 

documents.  

Based on the previous notation in the retrieval model; 

i. D : The elements of D are represented as sets of keywords occur in each 

document. The term is either present (1) or absent (0) in the document. 

Documents can thus be seen as the conjunction of terms. 
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ii. Q : Queries are represented as a Boolean expression as keywords and logic 

operators (AND (∧), OR (∨), NOT (¬)) which are normalised to a disjunction of 

conjunctive vectors. 

iii. F : Sets of terms and documents. 

iv. Sim : This is defined by considering that a document is predicted to be relevant 

to a query if its keywords satisfy the query expression. 

 

Frakes and Yates (1992) described the Boolean model as being easy to implement and 

also computationally efficient. The model expresses structural and conceptual 

constraints that describe important linguistic features. The Boolean retrieval model is 

very effective if a query requires an exhaustive and unambiguous selection. However, 

Belkin and Croft (1992) explained that users find it difficult to construct effective 

Boolean queries for several reasons because users use natural language terms (AND, 

OR or NOT) that have a different meaning when used in a query. Thus, users make 

errors while constructing a Boolean query. 

2.4.1.2 Statistical Model 

The vector space and probabilistic models are the two major examples of the statistical 

retrieval approach. Both models use statistical information in the form of term 

frequencies to determine the relevance of documents with respect to a query. Although 

they differ in the way the term frequencies are used, both produce output as list of 

documents ranked by estimated relevance. In addition,the statistical retrieval model 

addresses some of the problems of the Boolean retrieval method but still has some 

disadvantages. 

These enable users to control the output by setting a relevance threshold or by 

specifying a certain number of documents to display in web documents.  However, 

queries are easier formulated because users do not have to learn a query language and 

can therefore use natural language. But, it has a limited expressive power. For 

example, the NOT operation cannot be represented because only positive weights are 

used. Hearst (1994) explained that the model provides users with a limited view of the 

information space and it does not directly suggest how to modify a query if the need 

arises.  

 



UNIV
ERSITY

 O
F I

BADAN LI
BRARY

39 
 

2.4.1.2.1 Vector Space Model  

In information retrieval, the documents stored are normally identified by sets of terms 

or keywords. Salton and Yang (1973) developed SMART for the representation of the 

collection of document content and used vector space models for representation. In the 

Vector Space Model (VSD), documents and queries are represented as vectors in a t-

dimensional space based on the notation of information retrieval. 

i. D : Documents (snippets) are represented by a vector of terms or keywords 

which occur in the document. Each term in the document has a pair ),( ii dt  with a 

positive non-binary associated weight )( , jiw  

ii. Q : Queries are represented as a vector of terms or keywords terms occurred in 

the query. Each term in the query has a pair ),( qti  
has a positive non-binary 

associated weight )( ,qiw . 

iii. F : This is an algebraic model as vectors in a t-dimensional space. 

iv. Sim : This estimates the degree of similarity of a document 
jd  to a query q as 

the correlation between the vectors 
jd  and q in the retrieval system. This 

correlation is quantified, for instance, by the similarity measure such as cosine of 

the angle between the two vectors (discussed in section 2.6.1). The same is 

applied to two different documents as well.  

2.4.1.2.2 Probabilistic Retrieval Model 

This is based on the probability ranking principle which states that an information 

retrieval system ranks the documents based on probability of relevance to the query 

(Belkin and Croft, 1992). The principle takes into account uncertainty in the 

representation of the information needed and the documents. The probabilistic retrieval 

model ranks documents in a decreasing order of probability which is noted as

),( jdqRP  where 
jd is a document in D. 

i. D : Documents (snippets) are represented as a vector of terms or keywords 

which occur in a document. 

ii. Each term in the document with a pair ),( ii dt
 
has a binary associated weight 1 

or 0, which denotes the presence or absence of the term in the document. 
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iii. Q : Queries are represented by a vector of terms or keywords that occur in the 

query. Each term in the query with a pair ),( qti has a binary weight 1 or 0, 

denoting the presence or absence of the term in the query. 

iv. F : This is a probabilistic model that ranks documents in the order of probability 

of relevance to the query. 

v. Sim : This measures the degree of similarity of a document jd to a query iq as the 

probability of
jd to be part of the subset R of relevant documents for q . This 

measure in the probabilistic model is given by: 

 

     (2.1)                

where 

R  denotes the set of non-relevant documents, 

).( jdRP
 
is the probability of 

jd being relevant to the query q, and  

)( jdRP  is the probability of 
jd being non relevant to q. 

 

2.4.1.2.3 Latent Semantic Indexing (LSI)  

Deerwester et al. (1990) developed Latent Semantic Indexing in an attempt to 

overcome the problems of lexical matching. It uses statistically technique to derive 

conceptual indices instead of individual words for retrieval. These are used to 

determine the set of terms, word relations (e.g. synonyms) and the strength of these 

relations. Using LSI to understand the semantic content of a document collection 

enables the definition of a logical semantic view. LSI is a similarity metric which is an 

alternative to word overlap measure and dimensionality reduction.  

LSI adds step to the indexing process by estimating statistical techniques using an 

association matrix of term-to-document )( dt   measure. Latent Semantic Analysis 

(LSA) computes the arrangement of a k-dimensional semantic space and reflects the 

major associative patterns in the data. This is done by deriving a set of k uncorrelated 

indexing factors. These factors are artificial concepts whose lexicalisation is not 

important for LSI. The meaning of each term or document is expressed by k factor 

values. These are represented in 2 or 3-dimensional space for visualisation. However, a 

mathematical technique named Singular Value Decomposition (SVD) is used for the 

representation. In LSI model, term-by-document matrix is performed by low rank and 

).(

).(
),(

j

j

j
dRP

dRP
qdSim


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yields a new representation for each document in the collections. This represents 

projection into the latent semantic space, therefore, SVD decomposes an n- 

dimensional space (original space representation) into a k-dimensional (lower) space, 

this implies kn  . The SVD takes matrix A and represents it as Â  in a lower 

dimension space.  

where A is orthogonal matrixU , a diagonal matrix  and transposes of an orthogonal 

matrixV . SVD breaks a )( dt   matrix A into 3 matrices VU ,, such that: 

TVUA          (2.2a) 

An orthogonal matrix U consists of term in each of the document collections and 

transpose of an orthogonal matrix V consists of document D in the new space, the 

diagonal matrix  contains the singular values of A in descending order. Also, a user's 

query is represented as a vector in k-dimensional space and which is compared to 

document collection.  

The matrix A is represented as: nttttTerm 21,)(  that appears in each document 

ndddd 21, of a given query (q). The matrix A is decomposed so thatU ,V  and 

are found. Then, rank rA )( for rki  . 

where 

U is a tt  orthogonal matrix whose column vector is left singular vector of A. 

V is a dd   orthogonal matrix whose column is right singular vector of A and  

The  rArank )( is the number of its non-zero singular value. 

  is a dd  diagonal matrix having the singular values of A. This ordered matrix 

decreases along its diagonal such that )...,( 21 ndiag  0i   

The latent semantic space has fewer dimensions (dimensionality reduction) than the 

original vector space model. The search engine algorithms take the words in the query 

and determine how relevant it is to each other. For instance, in searching for “losing 

weight”, it looks for words that relate to losing weight such as weight loss, diet, 

exercise, eating right etc. These are latent semantic indexing terms. However, the new 

document vector and query coordinates in the reduced 2-dimensional space are found 

and finally the similarities (for instance Cosine similarity) between the rank documents 

in decreasing order of query are calculated. This approach only works well with 

relatively small number of dimension with query compared to every document in the 

collection.  
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Osinski and Weiss, (2005) presented a concept-driven algorithm for clustering search 

results, the Lingo algorithm, which uses LSI techniques to separate search results into 

meaningful group but does not consider building semantic relationships between the  

groups.  However, common phrases are extracted using suffix tree clustering technique 

and concept induction using latent semantic analysis is conducted. According to 

Chooghyun and Choi (2010), LSI uses K-means clustering algorithm on medical 

document as the document which contains many acronyms of clinical terms used as 

retrieval method for analysing broken web links.  Biatov et al. (2009) applied an audio 

clips-feature vectors matrix mapping the clips content into low dimensional latent 

semantic space. The clips were compared using document-to-document comparison 

measure. As mentioned, a document is represented by the weighted sum of its 

component term vectors. The similarity between two documents is computed by means 

of the similarity metrics between the corresponding representation vectors. The cosine 

similarity between term and documents is defined for LSI as in 2.2a is modified in 

2.2b below: 

2

1

2

1
),(






ji

T

ji

ji

VU

VU
dtCos       (2.2b) 

The indices of LSI are less meaningful semantically and it is difficult to find out 

similarities between terms. This bag-of-word (BOW) method or approach leads to 

unstructured information which is less semantic. However, compound terms are treated 

as two terms and finally, there is time complexity for SVD in dynamic collections. 

 

Many information retrieval systems represent documents and queries with a bag of 

words in documents collections. This results in inaccuracy and the user‟s queries seem 

imprecise. This approach discussed so far, misses many relevant documents because it 

does not capture the complete meaning of the user's query. These disadvantages are 

mainly due to the ambiguity and limited expressiveness of single words. Lancaster and 

Warner (1993) addressed representation in linguistic and knowledge-based search by 

performing a morphological, syntactic and semantic analysis to retrieve documents 

more effectively. In a morphological analysis, roots and affixes are analysed to 

determine the parts of speech (noun, verb, adjective etc.) of the words. 
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Developing linguistic retrieval system is difficult and requires complex knowledge 

bases of semantic information retrieval. Hence, it requires techniques that are 

commonly referred to as artificial intelligence or expert systems techniques. 

2.4.1.3  Linguistic and Knowledge Model 

The alternative way to investigate words in the documents is to use concepts to capture 

the context of documents. This is done by creating a concept-based document 

representation model. Concepts are units of knowledge with a unique meaning (ISO, 

2009). There are three advantages of concepts over words. Firstly, concepts are less 

redundant because synonyms such as U.S. and United States unify to the same 

concepts. Secondly, they disambiguate words such as “bank” that have multiple 

meanings. Thirdly, semantic relations between concepts are defined, quantified and 

taken into account when computing the similarity between terms in the documents. 

 

Using concepts for document representation is more discriminative than the bag-of-

words model. Conceptual indexing concerns the representation of document semantics 

and its proper use in retrieval. It aims at representing the context of the document by 

semantic knowledge principled approach. The knowledge was exploited through a 

simple ontology. Concept document representations can solve the problem of language 

mismatch and the ambiguity by expanding the representation to incorporate concepts 

from a document (Bloehdorn & Hotho, 2004). This is done by using supervised 

machine learning techniques to determine how to combine concepts and their semantic 

relations into a document similarity measure. 

 

Concepts and their relations have been exploited in many text processing tasks. These 

include information retrieval (Milne et al, 2007) and semantic analysis (Mihalcea et 

al., 2006). Consequently, document clustering and snippets similarity measures are 

enriched based on lexical or conceptual overlap with semantic relations between 

concepts (Hu, et al., 2008). Therefore, additional external semantic structures 

(information resources) are needed for mapping document representations to concepts. 

Such resources are dictionaries, thesauri or ontologies (Guarino et al.,, 1999). 

However, Gonzalo et al. (1998) suggested that indexing with WordNet synsets can 

improve information retrieval. Khan and Luo, (2002) presented a method of relating 

concept from ontology to the documents in the retrieval system. This shows the 
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relationship between concepts from one category of ontology would be different from 

concept in other categories of ontology.  

 

Ontology and its integration into text representation describe ontology hierarchy but 

various approaches have been developed with this approach. This includes WordNet 

and Domain Ontology. 

 

2.4.1.3.1 WordNet Ontology  

This definition describes ontology as a set of concepts, sub-concepts and in relation to 

the ontology hierarchy in WordNet. 

Definition 2.1: Ontology is a tuples )( CcO   which consists of a set C  whose 

elements are concept and a partial order on c  that is concept hierarchy or taxonomy.  

 

Definition 2.2: If Cc 1 , 21 cc   for 1c , Cc 2 then 1c is a sub-concept of 2c and 2c is 

a super-concept of 1c if cc 1 , 2c and there is Cc 3 with cc 1 , 23 ,ccc  1c  is a 

direct sub-concept of  2c and 2c is a direct super-concept of 1c therefore 21 cc  . 

Therefore, WordNet ontology is defined based on the ontology definition. 

 

Definition 2.3: A lexicon (WordNet) of ontology O is a tuples     

           consist a set    whose elements are lexical entries for concepts and a 

relation      cS     that is lexical reference for concepts.  

Let  

),( Cc        which hold for all cSCc 
 

such that 

  }Re,,)(Re c

i

c fcsCcsf 
, for ,Cc   }Re,,)(Re c

i

c fcsSscf 
. 

An ontology with lexicon is a pair ):( LexO  where O  is an ontology and Lex is a 

lexicon for O . 

 

For example: Let assume two synsets of “ft and feet” and the corresponding word is 

“foot”. In WordNet, the function      relates terms with a lexical entry (e.g 1s =“ft” 

and 2s  = “feet”) then the corresponding concepts (e.g., synsets 1c  = “ft, 2c  = “feet 

(human foot)). Thus, for a term t appearing in a document d,     (t) allows for 



UNIV
ERSITY

 O
F I

BADAN LI
BRARY

45 
 

retrieving its corresponding concepts. Enriching document similarity with semantic 

relations is to expand each concept with its hypernym. The concepts in WordNet are 

ambiguous. Therefore, adding or replacing terms by concepts may add noise to the 

representation and may induce a loss of information. Moreover, most multi-word terms 

have no senses in WordNet. Thus, one can only compute the intended meaning for 

each component word of the term. WordNet ontology can perform well with local 

repository by finding relation between one or more ontologies. If there is no 

appropriate ontology in local repository, then, WordNet cannot extend the query term 

to get the semantic terms. 

 

2.4.1.3.2 Domain Ontology 

According to Zhao and Karypis (2005), the hierarchical structure of the ontology 

defines various language mismatch and ambiguity of texts and provides the methods 

for a uniform processing of text. However, ontology is defined in relation to the 

domain ontology as a 5 tuples },,,,{ ROOTHFCLO  which consists of lexicon L

(specific to certain domain) and contains a set of natural language terms.  A set of 

concepts C, Function (F) CL  and F links sets of terms to the set of concepts it 

refers to in ontology. The Concepts C in the Hierarchy H are hierarchically related by 

the directed, acyclic and relations )( CCH   and finally ROOT as a top concept is 

an element ).,( ROOTCH  

 

In domain ontology, the relationships of a concept and its associated sub-concepts 

form a tree-like structure. These are used to discover the user‟s interest and form 

autonomous searching of related web content. Such hierarchical structure is in form of 

categories, attributes or activities. Therefore, the OWL domain ontologies were 

normalised using Protégé 4.2; then the concepts from the ontology were used to model 

user‟ request. Jian-liang et al. (2009) presented domain ontology that represents 

knowledge that can be shared and reused. Consequently, concepts that are semantically 

clustered together are used by domain ontology to discern the main structure in a 

natural language sentence or snippet. 

 

Vallet et al. (2005); Castells et al. (2007) described ontology-based information 

retrieval model. The model uses ontology for indexing, query interpretation and query 
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expansion purposes. This is achieved by annotating text documents with ontology 

entities. But the index terms are weighted based on an adaptation of the Vector Space 

Model which determines TF-IDF values for the ontology based index terms. 

 

Tomassen and Strasunskas (2009) presented method of indexing documents with 

ontology vocabulary based on the Vector Space Model. In this approach, a feature 

vector is calculated for each concept term from the ontology, based on the term‟s 

occurrences in the document corpus. This way, the index terms derived from the 

ontology are adapted to the domain terminology. This method is employed in this 

thesis but with the addition of terms from domain of interest and concept weighting 

estimation is employed instead of tf-idf weighting. 

 

2.4.2 Text Categorisation  

Text Categorization (TC) is a supervised learning technique that automatically assigns 

predefined categories to free documents. Yang (1999) described it as that which 

classifies documents according to the topics while Kessler et al. (1997) explained that 

it depends on the way a text was created, edited or published. Text representation or 

categorisation has impact on text retrieval effectiveness but, it is not an ideal approach. 

It contains textual requests with fewer number and size. Text categorisation addresses 

these problems of large amounts of information and challenges resulting from the 

polysemous characteristics of natural languages.  

 

With the drastically increased number of electronic documents, there is an urgent 

demand for high quality of text categorization with various classification criteria. The 

machine learning approach was introduced but there still exist several difficulties. The 

approach lacks semantic support and makes it impossible to match a term (concept) 

from the words it represents, especially where the concept is represented by a phrase in 

the context. Also, there exists multi-presentation of information (polysemy). Finally, 

incomplete information about a concept in a document causes incomplete results of 

machine learning. 

 

In Montanes et al. (2003), documents in text classification are represented by a great 

amount of features and most could be irrelevant or noisy. However, web snippets 

return information not as full text document. This lack of information makes it difficult 
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to judge the relevance of snippets of information. Therefore, there is need for more 

structured way of representing information on web documents.   

 

2.4.3 Text Document Clustering  

Text Document Clustering is an unsupervised learning technique that provides solution 

to a single ordered list and clusters the search results. It presents a list of clusters to the 

users. Jain et al. (1999) discovered how documents are grouped together with similar 

documents but this needs to be optimised. Oikonomakou and Vazirgiannis (2005) 

organised information in a way that made it easier for the end users to find the 

information efficiently and accurately. Document clustering can be defined as follows: 

 

Definition 2.4: A document collection   nddddD ...,, 321  contains N documents. 

The documents are sub-grouped based on the semantics of the text contents present in 

each document. Let K be sub-groups, the clustering process generates  kcccC ..., 21  

clusters with each ic being non empty. 

Most of the existing text clustering methods uses clustering techniques which depend 

only on term strength and document frequency. The single terms are used as features 

for representing the documents and can be treated independently. Beyer et al. (1999) 

explained that text document clustering has the problem of big volume, high 

dimensionality and complex semantics. This results in computational inefficiency 

because clustering in high-dimensional spaces is very difficult and every data point 

tends to have the same distance from all other data points.  

 

2.4.3.1   Clustering Approaches  

Researchers in the data mining community have proposed many clustering algorithms 

in order to perform unsupervised learning. These algorithms can be classified into at 

least six categories. These are fuzzy clustering, nearest-neighbour clustering, 

hierarchical clustering, and artificial neural networks for clustering, statistical 

clustering algorithms and density-based clustering. In this research work, only the 

hierarchical clustering algorithm would be focused on based on its ontological 

structure. Hierarchical algorithms can be categorized into two subcategories as 

discussed below:  
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i. Conceptual-Based Clustering: Fisher (1987) introduced incremental conceptual 

clustering algorithm (COBWEB). The representation was done by a set of attribute-

value pairs where two or more objects belong to the same cluster if they share 

common concepts. Seo and Ozden (2004) used COBWEB to generate ontology 

from files description in order to perform ontology-based file naming but the 

process was too complex. 

 

ii. Distance-Based Clustering: It represents objects in a well-defined space as vector in 

a 2D Cartesian space. Thus, two or more objects would be assigned to the same 

cluster if close according to a given distance function. These can be called 

agglomerative clustering and partitional clustering. Zhao and Karypis (2005) used 

hierarchical clustering to cluster for its optimisation. 

 

Agglomerative algorithms give better clustering solutions than partitional algorithms. 

The main advantage of partitional algorithms is low complexities which allow 

clustering millions of elements. Consequently, partitional clustering algorithms have 

been recognised to be better suited for handling large document datasets than 

agglomerative hierarchical clustering due to relatively low computational requirements 

(Steinbach et al., 2000). However, partitional algorithms can suffer from local minima 

and this depends on the input order of the items. The standard K-means clustering 

algorithm is an iterative partitional clustering process that aims at minimising the least 

squares error criterion (Salton and Buckley, 1988). These partition algorithms are 

discussed below: 

i. K-means algorithm 

 The K-means algorithm (Hartigan and Wong, 1979) is a popular clustering tool 

used in scientific and industrial applications. The name comes from the 

representation that each cluster C  is the mean (or weighted average) m  with a 

points called centroid as in Figure 2.7. The goal in k-means is to produce clusters 

from a set of n objects, so that the squared-error objectives function is minimised. 

2

1

i

k

i

Cp mpE
i






   

   (2.3) 

In the 2.3, 

p  is a point in a cluster iC   and  
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Figure 2.7: Clustering Optimisation with Centroid Computation 
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im is the mean of cluster iC .  

The mean of a cluster is given by a vector which contains, for each attribute, the mean 

values of the data objects in the cluster. 

 

ii. Lingo 

There is need for better ways of clustering web that would provide sound knowledge 

of the content present in the documents. The existing latent structure of diverse topics 

is discovered for search result. Stanislaw and Dawid (2005) combined common phrase. 

Ahmed and Amar (2010) and Chatterjee and Pushplata, (2012) presented semantic 

Lingo algorithm that extended the techniques. This adds semantic recognition using 

WordNet database to achieve semantics. However, incremental processing 

significantly improved the efficiency of search results clustering but the semantic lingo 

algorithm is not incremental. 

 

iii. Suffix Tree Clustering (STC) 

Document clustering algorithms discussed so far are based on vector model for 

computation. Eissen  et al. (2005) and  Chim and Deng  (2008) described a better  way 

to achieve more accurate document clustering based on phrase which is more 

informative than feature term-base.  

 

Zamir and Etzioni (1998) proposed Suffix Tree Clustering (STC) which is based on 

the suffix tree document model. According to Hammouda and Kamel (2004), Suffix 

Tree Clustering (STC) algorithm groups the input texts according to the identical 

phrases it shares. However, the principle behind the approach is that when phrases are 

compared to single keywords, they have greater descriptive power. Hence, the 

clustering results produced by phrase based similarity measure are of high quality 

when compared to the semantic interpretation of the corpus. Chim and Deng (2008) 

and Chung et al. (2008) utilised suffix tree model based approach. A great advantage 

of STC is that phrases are used to provide concise, meaningful descriptions of groups 

and offer more semantic representations of the text present in the document.  

 

The algorithm for STC is theoretically fast with a runtime of )(nO , where n is the total 

number of words in all combined snippets. The Suffix Tree Clustering algorithm 
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works in two main phases. These are: Base cluster discovery phase and Base cluster 

merging phase. The algorithm is as follows: 

i. It computes two frequent terms sets based on user-specified minimum 

requirements.  

ii. All terms not in any of the two frequent terms sets are removed from the 

documents resulted in compact representation of snippets.  

iii. The compact documents are added one-by-one into a generalised suffix tree 

data structure. The algorithm then traverses the generalised suffix tree in a 

depth-first format.  

iv. Every node labelled by a substring of the compact document set containing at 

least two terms and supported by at least two snippets becomes a cluster 

candidate.  

v. From the set of terms, the clusters with the longest sequence are selected and 

all clusters with k-mismatched sequences are merged with it.  

vi. This process is repeated until there are no cluster candidates left. Thus, it 

produces the clusters.  

 

The Algorithm for the suffix tree clustering using Goggle API is as follows: 

i. The snippets are retrieved from Google 

ii. Construct Suffix Tree by inserting the strings associated with each snippets onto 

the suffix tree  

iii. Merge Clusters by combining similar nodes of the suffix tree 

iv. A label is generated for each cluster 

v. Score by ranking clusters 

 

The algorithm has an important characteristic that outputted clusters have overlapping 

documents. This advantage ensures that a large number of substantial clusters are 

generated, each of which can be labelled fairly accurately. These algorithms are 

implemented using Carrot2 API. It turns out that STC works well when quick 

overviews of documents relevant to distinct subtopics are needed. Moreover, clustering 

is more useful when one is interested in retrieving multiple documents relevant to each 

subtopic. 
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2.4.3.2   Tool for Implementing Clustering Algorithms 

Carrot2 is an open source framework for building search clustering engines. It can 

automatically organise small collection of documents into thematic categories. Apart 

from the specialised document clustering algorithms, Carrot2 offers ready-to-use 

components for fetching search results from various sources such as Google API 

(Application Program Interface), Bing API, eTools Meta Search, Lucene, SOLR and 

more. Carrot2 is implemented in Java but also in a native C#/.NET API. Consequently, 

all the clustering techniques discussed can be implemented using Carrot2. 

 

Madsen et al. (2004) suggested that not all the words presented in a document 

retrieved through clustering can be used for training and text documents must be in a 

clear word format. 

 

2.4.4 Document Indexing (Documents Representation) 

Leopold and Kindermann (2002) defined document as a sequence of words made up of 

a joint membership of terms while indexing involves the selection and assignment of 

terms or the extraction of terms from a documentary unit in order to indicate topic, 

features or possible use of the unit. A document is usually represented by an array of 

words or terms.  

The documents representation (indexing) is one of the preprocessing techniques that 

are used to reduce the features‟ complexity of the documents. Documents can be 

represented by a wide range of different feature descriptions. There are two kinds of 

processes involved in text documents representation; these are document indexing and 

term weighting. This makes documents easier to handle in processing and is 

characterized by the following: 

i. Feature Extraction (Linguistic Analysis) 

ii. Feature Selection (Feature Vector).  

iii. Conceptual Indexing (Linguistic and knowledge Model) 
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2.4.4.1 Feature Extraction (Linguistic Analysis) 

The aim of feature extraction methods is the reduction of the dimensionality of the 

features by removing features that are considered irrelevant for the training to allow an 

efficient data manipulation and representation. 

Three major linguistic properties of documents are identified:  

i. Morphological 

ii. Syntactical and  

iii. Semantics. 

i. Morphology Analysis 

Wang and Wang (2005) presented a clear border of each language structure and also 

the language dependent factors like stop words removal, stemming or lemmatisation 

and finally tokenisation. The aspect of morphology identifies, analyses and describes 

the structure of a word in a given document such as root words, affixes, parts of 

speech, lexeme and lemma of each word in the documents. 

  

Tokenisation is used in order to mark a set of characters and distinguish it as a word or 

phrase. Concepts are mostly nouns, proper nouns, and noun phrases. POS tags play an 

essential role in both syntactic- and semantic-based learning. The POS tagger uses 

tokenized documents as input and assigns a POS label for all tokens. Words such as 

auxiliary verbs, conjunctions and articles are called stopwords. This is done because 

these words appear in most of the documents often. Word normalisation involves 

stemming and lemmatisation but these techniques produce a normalised form of web 

documents retrieved. Word stemming does not usually produce a basic form for 

example, (e.g. “teeth and tooth”) but only an approximation of the form. For example, 

the words “train”, “training”, “trainer” and “trains” can be replaced with “train”. On 

the other hand, lemmatization replaces the suffix of a word with a different one or 

removes the suffix of a word completely to get the basic word forms (lemma). In order 

to recognise the basic form of the corresponding lemma, WordNet-based which 

belongs to the group of dictionary lemmatisation algorithms is used. This makes it 

possible to generate subsets of word forms for each stem and look for the 

corresponding lemma in WordNet. 

The algorithm can be described as follows: 

i. for each set of forms (word) generated from one stem do 

ii. for each form do 
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iii. search corresponding lemma in WordNet 

iv.  if  found, assign the basic form (lemma) for each item from the set 

v. if not, continue with the next form 

 

ii. Syntactic Analysis 

In syntactic analysis (parsing), linear sequences of words are transformed into 

structures that show how the words relate to each other. Syntactic analysis exploits the 

results of morphological analysis to build a structural description of the sentence. The 

goal of this process is to convert the sequence of words that forms the sentence into a 

structure that defines the units (token) represented. This is to determine the Part of 

Speech (POS) and grammatical constituents each word belongs to. The POS is the 

process of making a word in a text corresponds to a particular part of speech based on 

both its definition and its context. That is relationship with adjacent and related words 

in a phrase sentence i.e. noun, verb, adverb, adjectives etc. 

 

The POS tagger processes the token and attaches a part of speech to each word. The 

tagger is used to tag the retrieved snippet to perform linguistic transformation using 

Natural Language Toolkit which is a rule-based tagging method. The Natural 

Language Toolkit (NLTK) provides documentation for each tag by converting a 

tagged token representation using a turple consisting of the token and the tag. In 

processing the text documents, the auxiliary information is associated with each token 

(tagging) and disambiguates hypernyms by associating it with word sense labels. 

 

For example, the input snippet of “Document is retrieved from the web and processed 

with SKLean tool”. This is being parsed to the parser tree (S (NPL Document) (VP is 

(VP retrieved (PP from (NP (NPL the web) - COMMA- (VP processed (PP with (NP 

(NPL SKLean) tool))))))) -PERIOD-). It is important that the sentence has been 

converted into a hierarchical structure. The structure corresponds to meaning units and 

semantic analysis is performed. Finally, POS tagging gives information about semantic 

constituent of a word. 

 

iii. Semantic Analysis 

The semantic analysis performs the task of extracting the semantic relationships 

between the selected concepts or terms in the text documents. This is performed either 
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by the use of domain-specific ontology or by exploiting the semantic structure of the 

analysed sentences with the help of the user. The interactions from the user is 

acceptable as fully automated approach and semantic analysis can only be possible due 

to the requirement for deep understanding of the domain knowledge (Snoussi and Nie, 

2002). Noun phrases and verb phrases are good indications of concepts to be included 

in the semantic documents model. Therefore, every noun phrase or verb phrase 

extracted from the analysed snippets are represented as concepts.  

 

These Noun Phrases (NP) are analysed to filter determiners (such as the, a, an) that 

usually occur in word phrases. Furthermore, lexical ambiguity can be addressed by 

algorithmic methods that automatically associate the appropriate meaning with a word 

in context. This task is called word sense disambiguation as discussed in section 2.5. 

 

2.4.4.2 Feature Selection (Term Vector) 

Feature selection also known as term vectors reduces terms‟ importance by 

information retrieval measures. Feature selection (FS) is based on the feature vectors 

from vector representation and improves the scalability, efficiency and accuracy of text 

document. Wang et al (2006) presented feature selection that considers domain and 

algorithm characteristics as good method. Most existing feature selection techniques 

(Yang and Pederson, 1997) and learning algorithms (Joachims, 1998; McCallum and 

Nigam, 1998) have produced good results on a number of standard text collections but 

the majority of these works used a simple “bag of words” representation of text in 

which each feature corresponds to a single word. 

 

Dimensionality reduction is overcome either by feature selection techniques such as 

mutual information (information gain) (Lewis and Ringuette, 1994), Chi Square (Yang 

and Pedersen, 1997) or gain ratio (Debole and Sebastiani, 2003). The existing term 

weighting methods for feature selection is use to describe each of the feature selection. 

The feature selection methods included in this study are as follows: 

 

i. Information Gain (IG): This is frequently used as a term goodness criterion in 

the field of machine learning. It measures the difference in the entropy of 

category of documents‟s prediction by knowing the presence or absence of a 
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term in a document. Let  m

i
c

1
denote the set of categories in the target space. 

The information gain of term t is defined to be: 
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          (2.4) 

ii. Chi-Square (χ2): It measures the lack of independence between the terms in the 

documents category and calculates the difference between the observed 

frequencies and the frequencies expected under the independence assumption. 

The chi square statistic has a natural value of zero if t and c are independent. 

Each category of the chi square statistic between each unique term in the training 

corpus and that category then combines the category specific scores of each term 

into two scores: 

 If one consider the two way contingency table of a term t , Probability Pr and a 

category ci
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(2.5)

  

The measure is reliable for low frequency term.  

 

iii. Mutual Information: It is derived from information theory. It gauges the 

reduction in the uncertainty of one random variable when the other is known. 

The metric is commonly applied for identifying term collocations. In a similar 

way, it can be used for measuring the association between a term and a specific 

topic of interest.   
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      (2.6)

 

iv. Relevant Document Frequency (RDF): It is considered as the binary version of 

document frequency. Yang and Pedersen (1997) proved that document frequency 

has been successful in m-ary classification problem because it identifies terms 

that occur in many subject topics. The disadvantage is that its application to 

binary classification problems however resulted in frequent, non-specific terms 
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Document ID 

Break intoToken 
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Stemming & Lemmatization 
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being selected. RDF on the other hand exploits relevant information (r) to 

identify terms that occur frequently within the documents of interest. 

 

rRDFi         (2.7) 

The first category of term extraction methods was based on two statistical 

methods. They are  absolute term frequency and Term Frequency-Inverse 

Document Frequency weight provides options to select the minimum frequency 

to be considered as well as the maximum number of words in a term. 

 

v. Absolute term frequency )( itf : This is defined by 

      (2.8) 

 

where n is the number of term i appear in the set 

 

vi. Term Frequency-Inverse Document Frequency (TF-IDF) (Salton and Buckley, 

1988): This term weighing method is used in Information Retrieval (IR) method. 

It evaluates how important a word is to a document in a collection or corpus, 

defined by: 

ijiji idftfidftf  ,,)/(
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. Therefore, 2.8(i) can be expressed as 
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Let 

jitf , is the absolute term frequencies of term i in document j ,  

iidf is the inverse document frequency of term i and  

D is the total number of documents in the text document and  

ji dtj : is the number of documents where term it appears
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2.5 Word Sense Disambiguation (WSD) 

The existing retrieval systems focus on matching the similarity of individual keywords. 

It ignores the semantic relationships that exist among the multiple keywords. In many 

information retrieval analyses, only one sense is associated with each word. The WSD 

is a process which filters a set of possible candidate senses. The resulting sets can 

contain multiple senses if desired by the expert who designs the system. But there are 

different language conflict issues that occurr in different senses such as polysemy and 

synonymy (Yang and Wu, 2011 and Fang et al. 2005). For instance, polysemous 

words can be accommodated in the classical problem of disambiguating words 

occurring in natural language; so the available context information is a body of text co-

occurring with the target word (Navigli and Ponzetto, 2010).  

 

The available context information originated from ontology is different compared to a 

natural language document. In ontology, natural language is a rare occurrence and is 

usually limited to brief concept descriptions in the form of annotations. Hence, context 

information must be extracted from the entire concept description, its associated 

properties and other related concepts. WSD can be described as the automatic 

identification of the correct sense(s) of a given word using the information in the 

proximity of that word as context. WSD techniques can use resources such as the 

WordNet thesaurus (Voorhees, 1994) or co-occurrence data (Schuetze and Pedersen 

1995) to find possible senses of a word and map word occurrences to the correct sense. 

Many different approaches to WSD have been developed over the past decades. Due to 

the prevalence of applied machine-learning techniques, three general categories of 

approaches to WSD had emerged: 

i. Supervised Disambiguation: WSD can be formulated as a classification problem. 

Montoyo et al. (2005) and Navigli (2009) used decision lists, decision trees, 

Naïve Bayes classifier, Neural-Networks, instance-based methods such as the k-

NN approach and ensemble methods to combine different classifiers. A training 

set is created by tagging sentences with the correct senses of its contained words. 

Once the training set has reached a sufficient size, it can be used as basis for a 

supervised classification method.  

 

ii. Unsupervised Disambiguation: These methods have the advantage that does 

not rely on the presence of a manually annotated training set, a situation which 
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is also referred to as the knowledge acquisition bottleneck (Gale et al. 1992). 

However, unsupervised methods share the same intuition behind supervised 

methods that is words of the same sense co-occur alongside the same set of 

words (Pedersen, 2006). These rely on clustering methods where each cluster 

denotes a different word sense. 

 

iii. Knowledge-based Disambiguation: Instead of applying classification 

techniques, Mihalcea (2006) used knowledge-based methods to exploit 

available knowledge resources such as dictionaries, databases or ontologies to 

determine the sense of a word. These techniques are related to the lexical 

similarity measure (LSMs) because they often exploit the same knowledge 

resources. WSD techniques have been applied in a variety of tasks, in the field 

of information retrieval. WSD can eliminate search results in a way that at least 

some of the query keywords occur, but in a different sense than the given query 

(Schütze and Pedersen, 1995). This would lead to a reduction of false positives 

and hence increase the performance of the retrieval system. 

 

Existing semantic search systems (Bonino et al. 2004 and Varelas et al. 2005) expands 

individual keywords through domain ontology to deal with different mismatch and 

ambiguity challenges such as synonymy and polysemy. For example, a search for the 

concept can be expanded through domain ontology to the keywords. The search, 

checking only for a keyword may have fewer results than the search checking for 

domain concepts.  

 

2.5.1 Distributed Information Retrieval 

Distributed information retrieval is more accurate, efficient and stable that it becomes 

an important research field for information retrieval with the development of Internet. 

Distributed information retrieval can be applied by the user to select the most 

appropriate collections from a massively distributed information sources by identifying 

the relevance of the collections‟ respect to a given query. Zhang et al. (2006) retrieved 

document collections concurrently from different collections. These are sorted and 

merged by relevance to the query but the single result list is formed and showed to the 

users. In retrieval systems, query expansion is often used to overcome a vocabulary 

mismatch between the query and the documents‟ collections.  
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2.5.2 Query Expansion (QE) 

Xu and Croft (2000) applied query expansion in information retrieval to solve the 

problem of word mismatch and ambiguity that arose from differences in the words 

used by search engines. The users referred to the the words used by content authors to 

describe the same concept. However, users found it difficult to formulate query in 

search engines.  Conesa et al. (2006) tried to reformulate web queries based on 

semantic knowledge about different application domains to expand the query.  

 

Query expansion is viewed as bridging the gap between high-level general topics 

expressed by the query. It is the process of augmenting the user‟s query with additional 

terms in order to improve results by including terms that would lead to retrieving more 

relevant documents. Bhoga et al. (2007) expand the user initial query by using 

ontology concept in order to extract the semantic domain of a word and add the related 

terms to the initial query. This was related to the query only under a particular context 

of the specific query.   

 

2.5.3 Approaches of Query Expansion  

In this section, the detailed characteristic description of the approaches for improving 

the initial query formulation through query expansion and term reweighting is 

provided. Query Expansion (QE) needs a source of relationships to provide the 

connections between the query words and the relevant documents. As evaluation of 

these relationships plays a central role in this research work, a review on various QE 

schemes based on two main categories are discussed: 

i. Unstructured relationships derived from a document corpus analysis 

ii. Hard coded relationships from human sources, such as a thesauri or ontologies. 

Figure 2.8 shows the methods or types that would be discussed in this section.  

 

1. Corpus-Based Dependent Query Expansion  

Corpus-Based Dependent has three general methods: Relevance feedback, local 

analysis (linguistic analysis), and global analysis: 

i. Relevance Feedback: Daqing and Dan (2010) proposed a relevance feedback 

method called Translation Enhancement (TE). This uses extracted translation 

relationships from relevant documents to revise the translation probabilities of 

query terms. It also identifies extra available translation alternatives so that the  
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Figure 2.8: Methods of Query Expansion Algorithm  
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ii. translated queries are more tuned to the current search. Also, it uses user 

interaction to determine a few relevant documents and takes the outcomes that 

are returned from a given query. It uses information provided by the user to 

check relevance of the result and perform a new query.  

 

iii. Local Analysis: Lioma and Ounis (2008) presented a syntactically-based query 

reformulation (SQR) technique, which is based on shallow syntactic evidence 

induced from various language samples. Consequently, the performance of the 

system was evaluated by combining pseudo relevance technique. Queries were 

scrutinised based on linguistic characteristics. However, this could be a 

challenging task as there is much depth involved.  

 

iv. Global Analysis: Qiu and Frei (1993) obtained inter-term relationships from the 

entire corpus and expanded the query from it which was based on a similarity 

thesaurus. Concept space was indexed by the documents in which the terms 

appeared.  

 

Additionally, this algorithm expands the query by choosing terms close in 

concept to the centroid of the entire query, rather than those terms close to the 

individual query terms. 

 

2. External Knowledge Sources-Based Query Expansion 

The relationships in corpus based QE are derived from the collocation of terms 

within documents. The relationship based QE in this regards uses relationships 

from outside sources which can be used to expand the query by solving the 

semantic language mismatch and ambiguity. The sources can be divided into 2 

areas. These are thesauri and domain ontology. 

 

i. Thesauri: Conesa et al. (2006) and Navigli and Velardi (2004) respectively 

reformulated the web queries based on semantic knowledge about different 

application domains from Research-Cyc and WordNet to expand the query. 

Some thesauri contain information about other types of relationship. Many 

approaches such as Bhogal‟s et al. (2007) expanded the user initial query by 

using ontology in order to extract the semantic domain of a word and add the 
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related terms to the initial query. But sometimes, these terms are not related to 

query terms but related to the query only under a particular context of the 

specific query. 

 

ii. Domain Ontology: This tends to specify relationships in a more formal manner 

and also tends to use more of a knowledge retrieval context. To get desired 

information in large web environments, users must be able to formulate accurate 

queries efficiently. The constraints on ontology-based information retrieval are 

more rigid and the results more correct than those of thesaurus based QE. The 

concept terms of ontology can for example serve as a controlled indexing 

vocabulary. 

Pan et al. (2009) applied ontology-based expansion mechanisms to reduce 

ambiguous queries in search. Sieg et al. (2007) used ontologies as the basis of 

the profile that allowed the initial user behaviour to be matched with existing 

concepts in the domain ontology concepts and relationships between the 

concepts. 

An ontological user profile can be created and its query-related concepts would 

be activated. This can be achieved by matching the query with the ontological 

user profile. This would activate each query context‟ concepts and semantically 

relate it to concepts from the ontological user profile. The query terms would be 

disambiguated so that it matched to a unique ontology concept. However, a 

terminology can be added to the concept from the domain of reference. This 

method of query expansion is used in this research work. 

 

2.6          Theoretical Framework on Information Sources 

The similarity between terms or concepts can be measured by quantifying the 

relatedness between the words utilised in knowledge obtained from certain information 

sources. Zhang et al. (2000) measured the similarity between words in information 

retrieval using web documents. Navigli (2009) used semantic similarity to 

disambiguate word sense between words in WordNet while Kaza and Chenn (2008) 

improved the accuracy of semantic concepts. These information sources can be: 

i. Collections of documents from web 

ii. Corpus-Based Resources 
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iii. Thesauri and Semantic Networks  

iv. Domain Ontology Knowledge 

This section explores the determination of semantic similarity by a number of 

information sources. 

 

2.6.1 Information Source: Multiple Document Sources from Web 

Web resources provide an important source of knowledge background for similarity 

measures. Many researchers use web search engines‟ results as a resource and provide 

an efficient interface to the vast information. Cimiano and Staab (2004) used Google to 

determine relationship between pairs of concepts using Hearst pattern-based 

techniques. The strength is that it reduced the high cost of establishing adequate 

background knowledge. Indeed, the background knowledge sources are dynamically 

discovered and van Hage et al. (2005) relied on combination of online available textual 

sources and thesauri. 

 

However, the page count of a given query is the estimation of the number of pages that 

contain the given query words while snippets are a brief window of text extracted by a 

search engine around the query term in a document. These two resources provided 

useful information regarding the context of the query. Bollegala et al. (2006) and 

Bollegala et al. (2007) defined semantic similarity over snippets used in query 

expansion, personal name disambiguation and community mining respectively. 

Snippets processing was more efficient compared to downloading web pages which 

consumed more time. Consequently, Bollegala et al. (2011) used page counts and 

snippets as two information sources provided by web search engines to generate 

semantic similarity results. In this thesis, both the snippets and page count are used as 

information sources in document collection. 

 

2.6.1.1 Snippets Based Method  

Similarity of short text snippets worked poorly with traditional document similarity 

measures.  Sahami and Heilman (2006) addressed this problem but introduced a novel 

method for measuring the similarity between short text snippets by leveraging web 

search results to provide greater context for the short texts. Similarity kernel function 

defined mathematical analysis of its properties and provided examples of its efficacy. 

However, kernel functions have shown a large-scale system for suggesting related 
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queries to search engine users. For each query used by Sahami and Heilman (2006), 

snippets were collected from a search engine and each snippet was represented as a 

TF-IDF feature weighted term vector.  

 

Chen et al. (2006) proposed a double-checking model using text snippets returned by a 

web search engine to compute semantic similarity between words.  Integration of 

semantic web data (ontology) into the enhancement of text search results enriches the 

snippets. Guha et al. (2003) developed a semantic retrieval system that pursued the 

goal to augment traditional search results with data pulled from the Semantic Web. 

Waitelonis and Sack (2009) described similar approach of augmenting information 

retrieval system with structured using data video search. 

 

2.6.1.2  Web Page Counts Based Method 

Cilibrasi and Vitanyi (2007) used only page counts retrieved from a web search engine 

as a distance metric between terms. This proposed measure used Normalised Google 

Distance (NGD) and is given by 2. 19: 

     

)}(log),(min{log)log(

),log()}(log),(max{(log
),(

BHAHAB

BABHAH
BANGD




    (2.10) 

where  A and B are the two terms between distance NGD (A, B)  

H (A) denotes the page count for the term A,  

H(A, B) is the page count for the query A and B 

 

NGD is fully based on normalised information distance using Kolmogorov complexity 

but NGD does not take into account the context in which the words co-occur. 

 

2.6.1.3 Snippets and Web Page Counts Based Method  

With the high growth rate of of web documents, searching increasingly becomes more 

difficult. Analysing each document separately extremely consumes time. Nirgude et al. 

(2013) used a method based on page count and snippets method (PCSM). This was 

based on a lexical pattern extraction and a pattern clustering algorithm to find semantic 

similarity measure between words. In order to have an effective and efficient result, 

web snippets need have a specified page to cluster so that dimension of feature 

extraction would be reduced. This method is better than other two methods because it 
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involves multiple documents sources but used tf-idf and does not take concept of the 

domain into consideration.  

 

2.6.2 Information Source: Corpus-Based Resources 

This is a large collection of text documents that is used for language research and it is 

also used for semantic similarity measure.  Furthermore, corpus-based determines the 

similarity between words according to information gained from large corpora. The 

measure provides better recall but suffers from lower precision since most of the 

methods rely on a simple representation (depicted in Figure 2.9). These are some of the 

examples of corpus information sources: 

 

2.6.2.1 Latent Semantic Analysis (LSA) 

This representation is based on the Vector Space Model (VSM) but uses the basic 

principle behind latent semantic analysis between the similarities of two words. This 

reflects the way words co-occur in language (Landauer and Dumais, 1997). LSA 

assumes words that are close in meaning that occurr in similar pieces of text where a 

matrix containing word counts is constructed from a large piece of text. LSA uses a 

mathematical technique called Singular Value Decomposition (SVD) which is used to 

reduce the number of columns while preserving the similarity structure among rows.  

 

Mahesh et al. (1999) used word sense and lexical concepts for indexing and retrieval. 

Kwantes (2005) used SVD for representation of words that occurred in similar 

contexts. This did not solve the problem of co-occurrence of words. Stanislaw and 

Dawid (2005) and Chim and Deng (2007) presented lingo algorithm that used SVD to 

combine common phrase discovery and latent semantic indexing (LSI) techniques to 

group search results into meaningful groups. This semantic-based information retrieval 

system utilised LSI techniques (discussed in section 2.4.1.2.3) to enhance searches but 

the approach was limited by employing analysis of semantics rather than by taking 

different measures or inherent semantics from texts. 

 

2.6.2.2 Normalized Google Distance (NGD) 

Cilibrasi and Vitanyi (2007) derived a semantic similarity measure from the number of 

documents returned by the Google search engine for a set of keywords. But the 

keywords with the same or similar meanings in a natural language sense tend to be  
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Figure 2.9: Corpus-Based Similarity Measure 
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close or related in Google distance. Words with dissimilar meanings tend to be farther 

apart and the NGD between two search terms A and B are found. 

 

2.6.2.3 Explicit Semantic Analysis  

 Gabrilovich and Markovitch (2007) used Wikipedia based technique to compute the 

semantic relatedness between two texts which represent terms as high-dimensional 

vectors. The vectors of each term in Wikipedia are presented by the TF-IDF weight. 

However, the semantic relatedness between two terms is expressed by the similarity 

measure between the corresponding vectors. 

 

2.6.2.4 Extracting DIStributional similar words using CO-occurrences 

(DISCO) 

Peter (2009) describes distributional similarity between words and assumes that words 

with a similar meaning occur in a similar context. Distributional similarity between 

words can be statistically analysed using large text collections which can be computed 

using DISCO with simple context window of size ±3 words (3 n-grams) for counting 

co-occurrences. Lin (1998) computes similarity between two words when subjected for 

exact similarity. However, DISCO retrieves word vectors from the indexed data. 

DISCO has two main similarity measures and these are: DISCO1 and DISCO2.  

DISCO1 computes the first order similarity between two input words based on 

collocation sets while DISCO2 computes the second order similarity between two 

input words based on distributional similar words. 

 

To overcome the issues of corpus-based and lexical-based techniques while 

maintaining the precision or enhancing precision, a semantic network-based approach 

to semantic similarity is used. The methods are based on linguistic knowledge and thus 

provide a more precise representation than co-occurrences or bag-of-word models. 

 

2.6.3 Information Source: Semantic Network  

Quillian (1968) defined semantic network as 

"Semantic network is broadly described as any representation interlinking 

nodes with arcs, where the nodes are concepts and the links are various kinds 

of relationships between concepts".  
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The concepts extracted are used to disambiguate regarding to the context of the 

document (Baziz et al., 2004). Maki et al. (2004) obtained semantic similarity or 

distance on the basis of WordNet to explain human similarity judgments independently 

of associative strength, lexical co-occurrence or feature similarity.  

 

WordNet is a research project at Princeton University (Fellbaum, 1998) and a large 

lexical database of English. Ferrer-i-Cancho (2005) defined WordNet as word meaning 

and models. It is also defined as meaning-meaning associations which can be used as 

both a thesaurus and a dictionary. But WordNet senses are in form of nouns, verbs, 

adverbs and adjectives which were organised by a variety of semantic relations into 

synsets. A fragment of the WordNet is shown in Figure 2.10 as IS-A hierarchy. 

WordNet is a lexical analyser used in natural language processing which contains 

around 150000 synsets and semantic relations. The synsets are also organised into 

synonym sets corresponding to different term or concept with the same meaning. 

These can also be organised as autonomy (opposite), hypernym (super-

concept)/hyponymy (sub-concept) (also called IS-A hierarchy / taxonomy), meronymy 

(part-of) and homonymy (has-A). WordNet is used to compute the similarity score and 

can be seen as ontology for natural language terms. 

 

Ozcan and Aslangdogan (2005) extended each concept with similar words using a 

combination of Latent Semantic Analysis (LSA) and WordNet (Fellbaum, 1998) but 

the test performance showed a promising result for short or poorly formulated queries. 

Ciorascu et al. (2003) focused on some approach using ontology to enrich query 

processing. However, ontology in these cases typically served as thesauri contained 

synonyms, hypernym /hyponyms and did not consider the context of each term 

relations. 

 

2.6.4 Information Source: Domain Ontology Knowledge  

WordNet has many synsets and a particular synset may have more than one sense. But 

word sense disambiguation results in a single decision. For example, assume a user 

inputs a keyword query, „„Soap‟‟, conventional information retrieval systems retrieve 

thousands of snippets where soap might be used as (a) a detergent, (b) a weekly 

television programme, (c) a service oriented architecture (d) and a simple object access 

protocol. 
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Figure 2.10: A fragment of WordNet Relations in different Domains 
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At times none of the search results may be relevant to a user‟s request or it may even 

give two or more meanings to the keywords in the same domain as in c and d. The 

systems returned less relevant answers for the query although it expands individual 

keywords in a query with different semantic relationships. However, more relevant 

documents for a keyword query can be retrieved if systems know the meanings and 

relationships that exist among the keywords in the query. But with keyword structure, 

a combination of at least two concepts and its relationship that exists in the domain 

ontology will appear in the retrieved snippets.  

 

A hierarchical structure can represent the context that is, circumstances in which 

something happens or should be considered. However, various approaches have been 

used to quantify the similarity between concepts in ontology while still maintaining 

information contained in the hierarchical structure (Schickel-Zuber and Falting, 2007). 

Therefore, the existing systems (Varelas et al. 2005; Rinaldi, 2009; Alipanah et al., 

2010; and Yang and Wu, 2011) cannot resolve the semantic issues of polysemy or 

synonyms because they require identification of the context of keywords to 

comprehend their actual semantics. Moreover, the existing systems also ignore other 

important relationships such as semantic neighbourhoods (Rodriguez and Egenhofer, 

2003) that can also contribute to useful search results. 

 

To overcome the limitations of existing semantic searching systems, one needs to 

represent the context of terms through IS-A hierarchy for effective searching using 

domain knowledge (Poole and Campbell, 1995 and Khan and Marvon, 2006). With 

domain ontology, a particular sense si chosen based on IS-A hierarchy concept by 

relating it to the actual domain concepts. The system concentrates on searching terms 

using IS-A hierarchy and not on the individual keywords. 

 

Paralic and Kostial (2003) proposed an ontology-based approach to information 

retrieval where document resources are associated with concepts in ontology. They 

focused on query processing where concepts were matched to corresponding concepts 

in the ontology. The query concepts were matched with the document concepts and 

matched documents were retrieved.  
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The existing systems focused on matching the semantic similarity on individual 

keywords while a typical semantic search system (Varelas et al. 2005 and Fang et al. 

2005) expanded individual keywords through domain ontology. This deals with 

different semantic language mismatch and ambiguity challenges such as polysemy and 

synonymy. Domain ontology provides a conceptual framework for the structured 

representation of context through a common vocabulary in a particular domain (Fang 

et al. 2005). Tomassen (2009) presented method of indexing documents with ontology 

vocabulary based on the Vector Space Model. The index terms derived from the 

ontology are adapted to the domain terminology. When compared to the vector model 

(TF-IDF), the Latent Semantic Indexing (LSI) and WordNet approaches, domain 

ontology-based approach performed significantly better.  

 

Supervised machine learning techniques can be used to determine how to combine 

concepts and their semantic relations into a document similarity measure. However, 

concept document representations can solve the problem of language mismatch and the 

ambiguity by expanding the representation to incorporate concepts from a document 

(Bloehdorn & Hotho, 2004).  

 

2.7 Theoretical Framework on Term-Based Similarity 

Text representation, categorisation, clustering and other applications are at the 

crossroads of information retrieval and machine learning. Therefore, no matter which 

indexing unit is used, each term in a document vector must be associated with a value 

(weight) which measures the importance of the term. It denotes how much this term 

contributes to the classification of the document.  

 

Newman and Girvan (2004) used the weighting measures for the information retrieval 

and text analysis but documents are presented in high dimensional space. This depends 

on the number of indexing terms that are chosen to be relevant for the collection. 

These are quite sparse and most coordinates are zero which is stored as classical 

vectors. Retrieval by classical information retrieval models, for example, Vector 

Space, Probabilistic and Boolean models are based on lexicographic term matching 

(Baeze-Yates and Ribeiro-Neto, 1999). Every unique term or concept from the 

documents collection is analysed and forms a separate dimension. Each document is 

represented by a vector space with dimensions.  
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For example: Vector v represents document j  in a k dimensional space , then the 

component t  of vector v where ]...1[ ki  represents the degree of the relationship 

between document j  and a term corresponds to dimension i  in   .  

Element
ija of matrix A  is therefore a numerical representation of relationship between 

term i  and document j .  There were many methods for calculating term weighting (

ija ). This relationship can be best expressed as a term-to-document matrix A )( dt   

where t  is the number of a unique terms and d  is the number of documents as in 

Table 2.1. There were many methods for calculating term weighting (
ija ). This 

relationship can be best expressed as a term-to-document matrix A )( dt   where t  is 

the number of a unique terms and d  is the number of documents. 

Let assume the following documents are retrieved from a query. 

D1: A search engine for 3D Models 

D2: Implementation of a string database query languages 

D3: Ranking of documents by measures considering conceptual dependence between 

terms 

After applying preprocessing techniques on the documents, the terms are broken into 

tokens and these are: 

T1: search T2: engine T3: model T4: implementation T5: database  

T6: query T7: language T8: document  T9: measure T10: conceptual 

T11: dependence  

The matrix can be formed by comparing each term with document as it appears in the 

document. 

 

Term weighting is usually solved by means of methods from text search, that is, 

methods that do involve a training set. Term weights can be computed as real-valued

10  kjw , when weights are non-binary. For binary value, the weight )1,0()( kjwt  

indicates presence/absence of the term in the document. The normalisation of 

document vectors is applied during the index generation phase to make the calculation 

in the retrieval phase faster. The query vector of the document can be defined as 

follows: 
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Table 2.1: Term by Document Matrix 

d
t  1t  2t    nt  

1d  11td  21td    ntd1  

2d  12td  ctd2    ntd1  







 







 


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
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Definition 2.5: Let it be an index term, 
jd be a document and 0iw

 
be a weighted 

pair ),( ji dt . The weights described the semantic content of the document. The vector 

for a document 
jd  is represented by  ⃗⃗⃗   ),,,( ,,2,1 jtjj www  , where t is the total 

number of index terms in the system. The index terms in the query were weighted.  

Let 
qiw ,
associated with the pair ],[ qti . Then the query vector   ⃗⃗⃗   ),,,( ,,2,1 qtqq www     

With term weighting, documents are presented in high dimensional space. However, 

lexical matching methods can be inaccurate when used to match user's query. 

 

Polysemy terms (words having multiple meaning) in a user's query would literally 

match terms in irrelevant documents whereas synonym (a system in which multiple 

words have the same meaning) could lead to a situation in which the literal terms in a 

user's query are not matching those of a relevant term. This fundamental problem 

results in inefficient in information retrieval. Therefore, a concept weighting that is 

based on projection of vectors of concept in a document is presented to eliminate the 

limitation of classical vector. 

 

Similarity (Distance) Measures 

Similarity measures represent the similarity between two documents, two queries or 

one document and one query. Similarity or distance measures need to be determined in 

order to reflect the degree of closeness or separation of the target objects. Similarity 

measures can be evaluated by studying retrieval performance in terms of precision and 

recall in a particular application domain.  

Similarity between a query q  and a document d  or similarity between documents to 

documents can be computed using different measures to normalise the vectors. Such a 

vector is then normalised to unit length and stored in form of term by document 

)( dt   or document-to-document )( dd   matrix depending on the indexing method 

the user actually wants. 

However, not every similarity measure is a metric; however similarity measure must 

satisfy the following four conditions: 

Let a  and b  be any two objects in a set and ),( baS would be the similarity or 

distance between a and b  

i. The similarity between any two points would be non-negative:   0, baS  
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ii. The similarity between two objects would be one (1) if and only if the two 

objects are identical, that is, 1),( baS   if and only if ba   

iii. Similarity would be symmetric, that is, distance from a to b would be the 

same as the distance from b to a , i.e. ),(),( abSbaS   

iv. The measure must satisfy the triangle inequality, which would be 

),(),(),( cbSbaScaS   

The similarity between two text documents A  and B can be easily computed. A 

variety of similarity or distance measures has been proposed and widely applied using 

term similarity measures in Figure 2.11. As shown, some of such measures are 

Jaccard, Correlation Coefficient, Euclidean Distance, Block Distance, Matching 

Coefficient, Dice Coefficient, Cosine Similarity and Radial Basis Function (non-

linear) etc. 

 

i. Jaccard Coefficient 

The Jaccard Coefficient (Tanimoto Coefficient) is a statistical measure of the extent of 

overlap between two vectors. It measures similarity as the intersection divided by the 

size of the union of the vector dimension sets. For text documents, the Jaccard 

coefficient compares sum

 

weight of shared terms to the sum weight of terms that are 

present in the two documents. Kim and Choi (1999) analysed term similarity due to its 

simplicity and retrieval effectiveness but did not consider term frequency and rare term 

in a document collection. The definition is as follows: 

baba

ba

baJ

dddd

dd
ddSIM






22
),(

     (2.11) 

where d is the document set a and b, SIM is similarity 

The Jaccard coefficient (J) is a similarity measure values ranges between 0 and 1. If it 

is 1 then the ba dd 
 
and 0 when ad   and bd  are disjointed, where 1 means the two 

objects are the same and 0 means it is completely different. The corresponding 

distance measure is JJ SIMD 1 . 

 

ii. Overlap Coefficient 

The overlap coefficient (Szymkiewicz-Simpson coefficient) is a similarity measure 

related to the Jaccard coefficient that measures the overlap between two sets.   
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Figure 2.11 Term-Based Similarity Measures 
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It is defined as the size of the intersection divided by the smaller of the size of the two 

sets but considers two strings a full match if one is a subset of the others. 

Overlap
ba

ba
ba






min
),(

      (2.12) 

If the set a is a subset of b or the converse, then the overlap coefficient is equal to 1. 

iii. Manhattan (Block) Distance  

 Eugene (1987) proposed a distance measure between two points along axes at right 

angle in a plane with 1p  at )( 1,1 ba and 2p at )( 2,2 ba . Manhattan distance returns the 

maximum absolute difference in coordinates which corresponds to D = 1.  

1212),( bbaabamanh   

Therefore, it can be represented in form of weight )(w as: 

  



d

j

jbjaba wwwwmanh
1

,,)(


    (2.13) 

iv. The Dice Coefficient 

Dice (1945) measured intersection between two sets scaled by size giving a value in 

the range 0 to 1. 

ba

ba
baDice






2
),(        (2.14) 

v. Euclidean Distance 

Euclidean distance is a standard metric for geometrical problems. It is the distance 

between two points and can be easily measured with a ruler in two or three-

dimensional space. Euclidean distance is used in clustering problems. For example, K-

means algorithm measured distance between text documents but large for vectors of 

different lengths. The Euclidean distance between ad  and  bd  is large even though the 

distribution is very similar. 

Given two documents ad  and bd represented by term vectors at and bt  respectively, 

and weight (w), then Euclidean distance (DE) of the two documents is defined as: 

2
1

2

1

)(),( 



m

t

ddbaE ba
wwddD

      (2.15)
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Where the term set is  mttT ,...1  as mentioned above. The tfidf  feature selection can 

be used in Euclidean term weights. 

 

vi. Linear Kernel Function Similarity  

Linear Kernel‟s measures of similarity is such that it calculates the dot product of two 

vectors ),(),( casbas  if objects a and b are more similar than object a and c, then a 

kernel is positive. The function linear kernel is a polynomial kernel with a degree =1 

and coefficient =0 (homogeneous). If a and b are column vectors, weight (w) and 

document (d) then linear kernel (k) is define as: 

b

T

aba wwddk  )(),(        (2.16) 

It does not consider the optimisation problem and the computation becomes 

increasingly expensive with increasing simple size. 

 

vii. Radial Basis Function (RBF) 

The RBF is a non linear measure and it is used to map the data onto infinite 

dimensions. It computes the vector between two vectors. The minus sign in 2.17 

inverts the distance measure into a similarity score due to its exponential. The 

similarity ranges from 1 to 0. RBF is applied in many science and engineering fields.  

For document (d) a and b,  is gama and weight (w). The kernel (k) is defined as: 

)exp(),(
2

baba wwddk      (2.17) 

where 

2

ba ww  is the square of the Euclidean distance )

2

1





i

t

dd ba
ww between two a and b 

vectors.  

RBF has few basic functions that cannot fit the training data adequately due to limited 

flexibility. On the other hand, those with too many basic functions yield poor 

generalisation abilities because of the limited flexibility of the RBF and its ability to 

erroneously fit the noise in the training data. 

 

viii. Cosine Similarity 

Documents are represented as term vectors. The similarity of two documents 

corresponds to the correlation between the vectors. This is quantified as the cosine of 
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the angle between vectors, that is, cosine similarity. Larsen and Aone (1999) presented 

cosine similarity as one of the most popular similarity measures applied to text 

documents in information retrieval applications and clustering. Similarity between a 

and b and Weight (w) is defined as: 

Cosine Similarity (A,B) = 
ba

ba





 

Cosine 











n

aj

n

bj

n

j aj

n

j bjaj

ba

WW

WW
WW

11

2

1
)(

),(

     
(2.18)

 

When two same copies of document d for example, are combined to get a new 

pseudo-document d  , the cosine similarity between d  and d  is 1. This means that 

these two documents are regarded to be the same as illustrated in the Figure 2.12. 

The purpose of normalisation is to make similarity of each element in a vector to be in 

the same range so that individual element gets the same weight when measures are 

applied. Vectors are normalised by sizes.    


i ixx 2

2       (2.19) 

where ni 1  

Given two documents ad  and bd , the cosine similarity is:  

ba

ba
baC

dd

dd
ddSIM

*
),(




       (2.20)

 

Where ad and ad  are n-dimensional vectors over the term set  nttT ,...,1 , each 

dimension represents a term with its weight in the document. Cosine similarity is non-

negative and bounded between [0, 1].  
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Figure 2.12: Cosine Similarity between Documents 
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The algorithm below describes computation of Cosine measure. 

Algorithm for Computing Cosine Scores  

1. float 0][ nscores    

2. float ][nlength  

3. for each query term t  

4. do calculate dtw ,  and get list for t  

5. for each pair  dttfd ,, in list 

6. do //,
,][

dt
dt wwdscores   

7. read the array length 

8. for each d  

9. do ][/][][ dlengthdscoresdscores   

10. return K components of []scores  

 

2.8. Theoretical Framework on Knowledge-Based Similarity 

Finding similarity plays an important stage of text similarity. Similarity can be in two 

ways. These are lexical and semantic similarities. Lexical similarity can be done by 

different string term-based similarities (discussed in section 2.7) while semantic 

similarity is done by corpus-based and knowledge-based algorithms. However, various 

approaches have been used to quantify the similarity between concepts in ontology 

while still maintaining information contained.  

Pedersen et al. (2004) developed software called “WordNet::Similarity” that measures 

the similarity of concepts using different measures that used dictionary definition. This 

programme is used to compute conceptual similarity of words. Turney (2006) 

measured semantic similarity between words or concepts based on features of concepts 

and this plays an important role in many research areas such as Artificial Intelligence 

(AI), Natural Language Processing (NLP), cognitive science and knowledge 

engineering.  

 

Pirrò (2009) and Hirst and Budanitsky (2006) considered semantic networks as better 

choices for estimating semantic similarity than other lexical resources. However, some 

of the most popular semantic similarity methods in Figure 2.13 are implemented and 

evaluated using WordNet as the underlying reference ontology. Patwardhan et al. 
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(2003) used semantic similarity measures with WordNet to enrich ontology with 

information about its leaf-nodes for disambiguation. However, disambiguation 

provides a small ranked list of WordNet-senses for each leaf node in the ontology 

hierarchies. These WordNet-senses are good candidates for the description of node as 

a whole or in parts.  

Based on the WordNet utilisation, semantic similarity or distance measures between 

two concepts or words in any application can be classified into four categories as 

illustrated Figure 2.13.  The categories are:  

1. Path length based measures 

2. Information Content based measures 

3. Feature based measures and  

4. Hybrid measures. 

 

2.8.1 Path Length Based Measures 

The path length measures the similarity between two concepts as a function of the 

length of the path linking the concepts and the position of the concepts in the 

taxonomy. It uses link or edge as parameter to refer to the relationships between 

concept nodes. The path length can be categorised into:  

i. The Shortest Path Based Measure: The measure only takes ),( 21 cclen  into 

consideration. Knappe et al. (2002) assume that the ),( 21 ccsim depends on how 

close the two concepts are in the taxonomy and measures variant on the distance 

method. It is based on how observations of the behaviour of conceptual distance 

resemble that of a metric. Varelas et al. (2005) described the conceptual distance 

between two nodes and proportional to the number of edges separating the two 

nodes in the hierarchy. 

For concept A and B in WordNetSimilarity, the following similarities are:   

),(max_*2),( BABApath cclendepthccsim 
   (2.21) 

From 2.21, the similarity between two concepts ),( BA cc is the function of the shortest 

path ),( BA cclen from Ac
 to Bc . 

 

ii. Wu & Palmer’s Measure: Wu and Palmer (1994) introduced a scaled measure. 

This similarity measure takes the position of concepts Ac  and Bc  in the taxonomy  
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Figure 2.13:  Knowledge-Based Similarity (adapted by Gomaa and Fahmy, 2013) 
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relatively to the position of the least common subsumer concept ( ),( BA cclcs ) into 

account.  

It assumes the similarity between two concepts as the function of path length and depth 

in path-based measures. 

 

)),((*2),(

)),((*2
),(

BABA

BA
BAwp

cclcsdepthcclen

cclcsdepth
ccsim


    (2.22) 

From 2.22, the similarity between two concepts ),( BA cc is the function of the distance 

and the least common subsumer ),( BA cclcs . It is not a similarity measure but a 

distance measure.  

 

iii. Leakcock & Chodorow’s Measure: Leakcock and Chodorow (1998) proposed 

the maximum depth of taxonomy and it has the following measure:  

max_*2

),(
log),(

deep

cclen
ccsim BA

BALC       (2.23) 

From 2.23, the similarity between two concepts ),( BA cc is the function of the shortest 

),( BA cclen  from Ac
 to Bc . The measure is based only on the positions of the concepts 

in the taxonomy but it assumes the links between concepts and represents its distances. 

All the paths have the same weight. However, it notes that the density of concepts 

throughout the taxonomy is not constant.  

 

2.8.2 Information Content-Based Measure  

Information Content (IC) assumes that each concept is associated with much 

information in WordNet. Resnik (1995) proposed an information-based statistic 

method which was based on the Information Content (IC) of each concept. The more 

common information two concepts share, the more similar the concepts are. This 

solved the problem to find a uniform link distance in path length based methods.  

 

Saruladha et al. (2011) used information content to determine the common concepts 

and presented the common information content by finding the common features of the 

compared entity classes. This attempts to exploit the information contained to evaluate 

the similarity between the pairs of concepts. However, matching (term) similarity 
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based on linguistics is considered as analysing entities in isolation while ignoring the 

relationships with other entities. It was defined as: 

max)_log(

)1
)(

1
log(

1(
max)_log(

))(log(
)(

)(

node

adepth

deep

cdepth
cIC

chypoa 


    (2.24a) 

 

For a given concept c, a  is a concept of the taxonomy, which satisfies )(chypoa If c 

is root, deep(root) is 1 and log(deep(c)) is 0. If c is a leaf, )(chypo is 0. Then 

0
)(

1

)(


 chypoa adepth

      

max)_log(

))(log(
)(

deep

cdepth
cIC        (2.24b) 

i. Resnik’s Measure: Resnik (1995) proposed information content (IC) based 

similarity measure. It assumes two concepts where the similarity depends on 

the information content that is subsumed in the taxonomy. In Resnik‟s measure, 

taxonomy of noun concepts in information content is calculated using the noun 

frequencies of each concept. 

 )),](()),((log),(Re BABA

n

BAsnik cclcsICcclcsPccsim     (2.25) 

From 2.25, the values only rely on concept pair‟s lowest subsumer in the taxonomy. 

Resnik similarity has the problem of concept pair with the same lcs resulting in the 

same similarity values. 

 

ii. Lin’s Measure: Lin (1998) proposed similarity measure based on information 

content and used both the amount of information needed to state the 

commonality between two concepts and the information needed to fully describe 

these terms/concepts.  

)()(

),((*2
),(

BA

BA
BALin

cICcIC

cclcsIC
ccsim


      (2.26)  

From 2.26, the measure has taken the information content of compared concepts into 

account and the values of this measure vary between 1 and 0. The length or distance 

between each concept in taxonomy is not considered. 
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iii.  Jiang’s Measure: Jiang and Conrath (1997) calculated semantic distance 

derived from the edge-based notion of distance with the addition of the 

information content as a decision factor to obtain semantic similarity. 

 

According to Pirrò (2009), Hirst and Budanitsky, (2006) and Jiang and Conrath it 

provided the best results when measuring semantic relatedness. 

),((2)()(),(& BABABACJ cclcsICcICcICccdis 
       (2.27) 

From 2.27, the measure has taken the IC of compared concepts into account and the 

value is semantic distance between two concepts not semantic similarity.  

 

2.8.3 Feature-Based Measure  

The feature-based measure is independent on the taxonomy and the subsumer of the 

concepts, although it attempts to exploit the properties of the ontology concepts to 

obtain the similarity values. This was based on the assumption that each concept is 

described by a set of words indicating its properties or features, such as definitions or 

glosses in WordNet. The more common characteristics two concepts have the less non-

common characteristics and the more similar the concepts are.  

 

Tversky (1977) argued that similarity is not symmetric and features between a subclass 

and its superclasses have a larger contribution to the similarity evaluation than those in 

the inverse direction. However, Tversky (1977) defined similarity as:  

ABBABA

BA

BATversky
cckcckcc

cc
ccsim

)1(
),(




   (2.28) 

Where BA cc , correspond to description sets of concept Ac and Bc  respectively, 

k  is adjusted and ]1,0[k . 

From 2.28, the values of ),( BATversky ccsim vary from 0 to 1 and ),( BATversky ccsim

increases with commonality and decreases with the difference between the two 

concepts.  

 

2.8.4 Hybrid Measure  

Rodriguez and Egenhofer (2003) presented hybrid measures that combined both the 

ideas of the methods and the relationship such as IS-A, part-of etc. in the taxonomy. 
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Dong et al. (2009) used similarity function based on three parts, synonyms sets, 

neighbourhoods and features. The similarity value of each part is assigned to a weight 

and summed together. Information content based measures and path based measures as 

parameter are commonly used. Mihalcea et al. (2006) used multiple similarity 

measures using corpus-based measures and the six others which were knowledge-

based. These were evaluated separately. However, Zhou et al. (2008) proposed a 

measure expressed as:  

 

 

          (2.29) 

As shown in 2.29, both IC and path have been taken into consideration. Parameter k 

was adapted manually for good performance. If k=1, 2.29 is path-based; if k=0, 2.29 is 

IC-based measure. The measure is semantic relatedness not semantic similarity 

between concepts. 

 

2.9 Evaluation of Similarity Metrics  

In this section, machine learning techniques were used to determine the similarities 

metrics of each of the method and the integration of the methods. 

2.9.1 Evaluation Using Machine Learning Techniques 

Machine Learning (ML) has several applications but data mining is the most 

important aspect. Mistakes made during analyses or when trying to establish 

relationships between multiple features are prone to error. This makes it difficult to 

find solutions to certain problems. Machine learning can be successfully applied to 

these problems by improving the efficiency of systems and the designs of machines. 

Every instance in the dataset used by machine learning algorithms is represented 

using the same set of features. The features may be continuous, categorical or binary. 

There are two forms of data analysis that can be used for extracting models describing 

important classes or to predict future data trends. These two forms are as follows: 

i. Classification: Classification problems admit only discrete and unordered values 

as the output of instances but the models predict categorical class labels. The 

2
)),(

((*2)((((*)(
))1max_(*2log(

1),(log(
1),( )

BA
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BA
BAzhou
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lcsIccICcICki
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kccsim 
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choice of the learning algorithm involves the use of critical step. The classifier 

maps from unlabelled instances to classes for routine use and the evaluation are 

based on prediction accuracy. There are at least three techniques that were used to 

calculate a classifier‟s accuracy. The training is split into two sets in which the 

two-thirds are used for training and the other one-third is for estimating 

performance. There is also a technique known as cross-validation in which each 

subset of the classifier is trained on the union of all the other subsets. The average 

of the error rate of each subset is therefore an estimate of the error rate of the 

classifier. 

ii. Prediction: Prediction is at the heart of every scientific discipline and the study of 

generalisation from data is centred on machine learning, statistics and data 

mining. The models predicted continuous valued functions. Machine learning and 

statistical methods are used throughout the scientific world for handling the 

information overload that characterises the current digital age. Numeric prediction 

is interpreted as prediction of a continuous class. 

 

Nitish et al. (2012) presented an approach that combines corpus-based semantic 

relatedness measure over the whole sentence with the knowledge-based semantic 

similarity scores. The scores as features were fed to machine learning models like 

linear regression and bagging models to obtain a single score given the degree of 

similarity between sentences. 

2.9.2 Tool for Implementing Machine Learning Technique: WEKA   

This is a tool used for implementing machine learning techniques. It is an open source 

of many data mining and machine learning algorithms including pre-processing on 

data classification, clustering and association rule extraction. It was created by 

researchers at the University of Waikato in New Zealand. It is Java-based and WEKA 

is an environment for comparing learning algorithms. Researchers can implement new 

data mining algorithms to add in WEKA. However, WEKA is the best-known open-

source data mining software in which data can be imported from a file in various 

formats. The formats are as follows: 

i. CSV: Comma Separated Values (text file) 
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ii. C4.5: A format used by a decision induction algorithm C4.5, requires two 

separated files: Name file: defines the names of the attributes and Date file: lists 

the records (samples) 

iii. Binary 

iv. Data can also be read from a URL or from an SQL database (using JDBC) 

v. ARFF (Attribute Relation File Format) has two sections: the Header information 

defines attribute name, type and relations while the Data section lists the data 

records. 

However, ARFF can be created by file using Notepad or Word. ARFF consists of two 

distinct sections: 

i. Header section defines attribute name, type and relations, starts with a 

keyword. 

@Relation<data-name> 

@attribute <attribute-name><type> or {range} 

ii. Data section lists the data records, starts with  

@data <list of data instances> 

iii. Any line that starts with % is the comments. 

 

2.9.3 Predictive Analysis 

The approaches and techniques used to conduct predictive analysis can broadly be 

grouped into regression techniques and machine learning techniques. Regression 

algorithms were used to build a model that makes numeric predictions based on 

numeric values. The algorithms such as linear regression, support vector machines for 

regression (SVMreg) can be used for the predictions (Smola and Schölkopf, 2004).  

Examples are as follows: 

 

i. Linear Regression: This is a prediction technique used when the class and all 

attributes are numeric. It is one of the easiest techniques used and it is bounded by 

linearity. If data exhibits a linear dependency, the best-fitting straight lines are 

found, where “best” is interpreted as the least mean-squared difference. In linear 

regression, the class is expressed as a liner combination of the attributes, each of 

which has the following weight (w) for a set a{1…k}: 
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kk awawawwA  ,,,22110     2.30 

The goal in linear regression is to choose the weights that will minimise the sum of 

the squares of the difference between the predicted class value and the actual class 

values in the dataset. 

ii. Neural Network: This belongs to the group of feed-forward neutral networks. The 

configuration variations of Multilayer Perceptron networks as shown in Figure 

2.14.  

This was determined by the weight vector and it is necessary to adjust the weights 

of the network. The weight was adjusted by an iterative process. Small changes in 

the weight got the desired values by the process called training the net and was 

done by the training set (learning rule). 

njnjjjjjij

i

ijj xwxwxwxwnet ..._1100 

    

2.31 

iii. Support Vector Machine Regression (SVMReg): It is applied not only to 

classification problems but also to the regression. Still, it contains all the main 

features that characterise maximum margin algorithm. The capacity of the system 

can be controlled by parameters that do not depend on the dimensionality of 

feature space. It relies on defining the loss function that ignores errors. In SVM 

regression, the input  mapped onto a m-dimensional feature space using some 

fixed (nonlinear) mapping and a linear model is constructed in feature space. 

Using mathematical notation, the linear model ),( xf is given by: 

bxgxf i

m

i

i 


)(),(
1

      2.32 

where mixgi ,...1)(  denotes a set of nonlinear transformations and b  is the “bias” 

term. 

iv. Bagging (Bootstrap Aggregating): This is an ensemble method that creates separate 

samples of the training dataset and creates a classifier for each sample. The results 

of these multiple classifiers are then combined. The trick is that each sample of the 

training dataset is different giving each classifier that is trained a subtly different 

focus and perspective on the problem. 
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Figure 2.14: Neural Network Model 
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Figure 2.15: Support Vector Machine Regression  
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v. M5P Model Tree: The M5P combines a conventional decision tree with the 

possibility of linear regression functions at the nodes. First, a decision-tree 

induction algorithm is used to build a tree but instead of maximising the 

information gained at each inner node, each attribute at that node is tested by 

calculating the expected reduction in error. The attribute that is chosen for splitting 

maximises the expected error reduction at that node as depicted in Figure 2.16  

 

2.9.4 Prediction Metrics 

Cross-validation is one of the most useful techniques to evaluate different 

combinations of feature selection, dimensionality reduction, and learning algorithms. 

There are multiple categories of cross-validation and the most common one is k-fold 

cross-validation. In the K-fold cross-validation, the original training dataset is split 

into k different subsets called folds where 1 fold is retained as test set, and the other 

k-1 folds are used for training the model. In our research work K-fold = 10. 

i. Correlation Coefficient: This refers to any of a broad class of statistical 

relationships involving dependence. Familiar examples of dependent phenomena 

include the correlation between the physical statures of parents and offspring. 

Correlations are useful because they can indicate a predictive relationship that 

can be exploited in practice.  

 

ii. Cross-Correlation (Disambiguation): This is a measure of the similarity of two 

series as a function in relation to the other.  The true value of interest can be 

denoted as   and the value estimated using some algorithm denoted as ̂ . 

Correlation is how much   and ̂  is related. It gives values between −1 and 1. 

Where 0 is no relation, 1 is very strong linear relation and −1 is an inverse linear 

relation (i.e. bigger values of   indicate smaller values of ̂  or vice versa).  
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Figure 2.16: A M5P Model Tree 

 

 

 

 

 

             Training  Data Set 

M5RDFS 

 

 

M1 
n3 

M2 
n4 

M3 M4 
output 

New instance / Test values 



UNIV
ERSITY

 O
F I

BADAN LI
BRARY

96 
 

2.9.5 Predictive Errors Analysis 

The weights are calculated from the training data with the following errors: 

i. Mean Absolute Error: Mean Absolute Error (MAE) measures the average 

magnitude of the errors in a set of forecasts without considering direction. It 

measures accuracy for continuous variables. The MAE is the average of the 

absolute error, where is the prediction and the true values. The MAE is a linear 

score which means that all the individual differences are weighted equally in the 

average. 

 





N

i

ii
N

MAE
1

ˆ1
       2.33 

where ̂  is a mean value of    

 

ii. Root Mean Squared Error (RMSE): The RMSE is a quadratic scoring rule which 

measures the average magnitude of the error. The difference between forecast 

and corresponding observed values is each squared and then averaged over the 

sample. Finally, the square root of the average is taken. Since the errors are 

squared before averaged, the RMSE gives a relatively high weight to large 

errors. This means the RMSE is most useful when large errors are particularly 

undesirable.  

 

 



N

i

ii
N

RMSE
1

2
ˆ1



     2.34 

where ̂  is a mean value of    

 

Relative Absolute Error (RAE): This is a quantity used to measure how close 

forecasts or predictions are to the eventual outcomes. Relative error gives an 

indication of how good a measurement is relative to the size of that which is 

being measured. where ̂  is a mean value of    
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
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


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RAE

1

1

ˆ





      2.35 

iii. Root Relative Squared Error (RRSE): This predictor is just the average of the 

actual values. Thus, the relative squared error takes the total squared error and 

normalises it by dividing it by the total squared error of the simple predictor. By 

taking the square root of the relative squared error, one reduces the error to the 

same dimensions as the quantity being predicted. 

 

 

 












N

i

ii

N

i

ii

RMSE

1

2

1

2
ˆ





    2.36 

 

2.10 Related Work 

The documents retrieved in the collection model are in response to a query arranged 

according to the relevance of the query. A single entry in the collection usually 

consists of details in form of: the title of the document, its URL and a short document 

called a snippet to calculate the similarity scores. Although such technologies are 

mostly used but users are still often faced with the daunting task of sifting through 

multiple pages of results, many of which are irrelevant. Roush (2004) indicated  that 

almost 25% of Web searchers are unable to find useful results in the first set of URLs 

that are returned. This is due to the keywords based searches which have a tough time 

distinguishing between words that are spelled the same way but  have different 

meanings. This often results in hits that are completely irrelevant to the query. Also, 

search engines cannot return hits keywords that mean the same but entered different 

words in the query. With the conceptual knowledge, search engines based on concepts 

can effectively handle the above problems where domain specific ontology based 

semantic search is used.   

 

Ruban and Sam (2015) compared the performance of the traditional query processing 

methodology with the domain-independent ontology-based query expansion.  The 

Google API was used to search the query and terms were added from the ontology to 
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refine the query. The refined queries were further passed to the search interface. The 

experiment revealed that the queries that were refined using the domain independent 

ontology gave more accurate results than that of the query that was given directly to 

the Search API. So, it was concluded that performance of any search engine will 

increase by using ontology based query expansion. Tomassen (2009) presented method 

of indexing documents with ontology vocabulary. In this approach, the index terms 

derived from the ontology are adapted to the domain terminology with the addition of 

terms from domain of interest. The approaches are used to clear the query ambiguity in 

search result. 

 

Matching terms from the document, terms from query in indexing techniques cause a 

lot of problems because the system did not consider the context (multiple meaning of a 

word). Therefore, indexers are structured to improve search results with context 

ontology that provides multiple meanings of a word. Context provides extra 

information to improve search result‟s relevance. A context semantic cluster is used to 

provide indexing of search engine. 

 

Khan and Mustafa (2012) presented semantic search systems that expand search 

keywords using domain ontology to deal with semantic heterogeneity. Their 

studyfocused on matching the semantic similarity of individual keywords in a 

multiple-keywords query, but ignored the semantic relationships that exist among the 

keywords of the query. The proposed prototype systems matched patterns of keywords 

to capture the context of keywords in order to validate the system. The system was 

compared with existing systems for evaluation. The results demonstrate improvement 

in precision and recall of search.  

 

Zamir and Etzioni (1999) proposed automatic organization of web documents and 

these problems can be tackled effectively. These approaches are usually supervised 

and still suffer from alliance on a predefined taxonomy of categories. Different 

techniques of similarity consisting of associating explicit semantics like Word Sense 

Disambiguation (WSD) and clustering based on suffix tree techniques are used instead. 

All these still depend on the way queries are being formulated.  
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Mahalakshmi (2015) explained the detailed description about text mining and its 

framework, based on challenge issues in web clustering. Based on similarity, different 

similarity measures such as string based, corpus based, knowledge based and hybrid 

based similarity were discussed. Clustering techniques required a precise definition of 

the closeness between a pair of objects in terms of either the pair wise similarity or 

distance measures. 

 

Fischer (2013) developed the Semantically Enhanced Domain Specific Natural 

Language (SE-DSNL) approach which provides experts with the ability to specify how 

ontological knowledge can be mapped to linguistic information of any known 

language. The concept provides a flexible and generic meta-model that captured all the 

relevant information. A prototypical implementation was developed which takes the 

information of a SEDSNL into consideration in order to use it for parsing natural 

language text model. This was applied to a given input text and the result is a semantic 

interpretation of the input text which maps its lexical and syntactic elements to the 

ontology. The direct integration of semantic and linguistic information further allowed 

the use of the semantic information at runtime. The validity of the approach showed 

that it has been evaluated using two case studies that yield certain advantages that 

could be demonstrated by treating elaborate linguistic phenomena. This encouraged 

ontology to be mapped with natural language. 

 

Different approaches to search results clustering have been presented in the thesis. 

Zamir and Etzioni, (1998), Stanislaw and Dawid, (2005), Chim and Deng (2008) and 

Chung et al. (2008) utilised suffix tree model based approach. A great advantage of 

STC is that phrases are used to provide concise, meaningful descriptions of groups and 

offer more semantic representations of the text present in the document. Unfortunately, 

due to the vector space model, it does not support incremental processing and is time 

consuming when applied to large numbers of snippets.  

 

Zhu and Heinz (2008) improved the relevance of web search by recommending to the 

users personalised results with new web search system that is, Recommender 

Intelligent Browser (RIB). The RIB combined web snippet categorisation, clustering, 

and personalisation to find similarity. The problem with this system is semantic 
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heterogeneity which was not solved. The dimensionality of feature would be high 

because the number of pages retrieved is not limited to a particular web page. 

 

Using Snippets provides useful information regarding the local context of the query 

term; however, downloading large size documents can be avoided by using snippets. 

But the main drawback of using snippets is that only those snippets for the top-ranking 

results for a query can be processed efficiently. Finding similarity score with query and 

the document returned from the web has a lot of shortcomings. The use of web 

directories such as Open Directory Project (ODP) provides categorisation for the 

classification of web pages. Moreso, search results are organised by categories based 

on the query. The shortcomings are: it is static and needs to be updated manually to 

cover new pages. Secondly, it is unable to cover large portions of the web and lastly, 

web pages are classified based on common categories. This latter feature of web 

directories makes it difficult to distinguish between instances of the same kind when 

calculating the similarity score. Finding similarity in related domains cannot be based 

on single information sources as in some of the related works such as Nirgude et al. 

(2013) , Varelas et al. (2005), Nguyen and Al-Mubaid (2006), Bollegala et al. (2007) 

etc. 

 

Nirgude et al. (2013) proposed Page Count and Snippets Method (PCSM) to estimate 

semantic similarity between any two words or entities based on page counts and text 

snippets retrieved from a web search engine. It uses five page count based concurrence 

measures and integrates with lexical patterns extracted from text snippets. A lexical 

pattern extraction algorithm was used to identify the semantic relations that exist 

between any query word pair. Similarity score of both methods are integrated by using 

Support Vector Machine (SVM) to get optimal results. The method performance is 

measured by using Pearson correlation value. The correlation value is 0.8960% which 

is higher than existing methods. This was based on lexical matching and the problem 

of semantic between related terms still remains unsolved.  

 

Boubekeur and Azzoug (2013) presented automatic concept-based document indexing. 

It was based on two folds; one of which is the introduction of concept identification 

based on a domain word sense disambiguation framework that relies on the joint use of 

WordNet and WordNet domains. The other defines semantic weighting scheme that 
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relies on concept centrality and on its latent importance in the document. It shows that 

concept-based indexing approach is more effective than the classical keyword-based 

indexing approach. But in the approach, WordNet domain is hard to classify in any 

particular domain and senses of synsets can appear in different contexts. The retrieval 

score for documents does not take into account semantic concepts weights. However, 

the retrieval system is not structured. 

 

Soni et al. (2013) recommended query construction for information retrieval on 

ontologies, dynamic semantic network and a lexical chain which was formed by a 

catalogue for the provision of retrieved documents. Semantic relatedness metrics were 

used to achieve optimal evaluation of the metrics. The lexical analysis was used for 

extracting semantic association which led to co-occurrence of word in the document 

collection. This does not solve the problem of semantic mismatch and ambiguity. 

 

Varelas et al. (2005) performed experiment on several semantic similarity methods by 

computing the conceptual similarity between natural language terms using WordNet. 

Semantic Similarity Retrieval Model (SSRM) was suggested and incorporated in 

conceptual similarity of retrieval mechanism.  SSRM worked in conjunction with 

taxonomic ontology which is an application specific ontology. However, each term 

was represented by its tree hierarchy and is stored in XML repository but XML files 

are unstructured and obsolete for representation of concepts. 

 

Nguyen and Al-Mubaid (2006) proposed a measure that used a new feature of 

CommonSpecificity (CSpec). This measure was derived from the information content 

(IC) of concept and IC of corpus. Semantic relatedness of concepts calculation was 

based on the information sources used which were based on WordNet and the measure 

adopted was a distance measure not a similarity measure and did not involve lexical 

resources like web collection. 

 

Bollegala et al (2007) proposed semantic similarity measures that used the information 

available on the web to measure the similarity between words or entities. The method 

exploited page counts and text snippets returned by a web search engine. Moreover, 

the semantic similarity measure significantly improved the accuracy in a community 

mining task and disambiguation. This approach was only limited to information source 
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on web collection of documents. Moreover, a clustering technique was not applied to 

the web documents. Therefore, increase in the dimensionality of the features retrieved 

and the similarity of the terms was based on only lexical matching not semantic 

similarity. 

 

Islam and Inkpen (2008) presented a method called Semantic Text Similarity (STS). 

This method determined the similarity of two texts from combination of semantic and 

syntactic information. It considered two functions using string similarity, semantic 

word similarity and an optional function common-word order similarity. STS method 

achieved a very good Pearson correlation coefficient but the string similarity is lexical 

similarities which cannot actually solve the problem of ambiguity and mismatch. 

 

 

Sabai (2013) suggested the use of Wikipedia category tree and spread activation 

strategy to compute semantic similarity. The Wikipedia was used as ontology to 

reduce the effort of experts required to build ontology. Spread activation strategy has 

produced excellent results for semantic related systems such as word sense 

disambiguation. The semantic similarity computes using ontologies and describing its 

documents. The system search is limited to a certain category and the information 

ranks semantic similarity according to the categories. However, it is not generic and 

also the spread activation is obsolete for disambiguation. 

 

Prathvi and Ravishankar (2013) presented a method that finds similarity between two 

words which returned values 10  x . The semantic similarity method makes use of 

page counts and text snippets retrieved by search engine (Google). Techniques such as 

pattern extraction from the snippets and pattern clustering were used to determine the 

similarity scores which help in finding various relationships between words. 

Traditional Jaccard, Overlap, Dice and Cosine Similarity measures were adopted using 

page counts. The page counts-based co-occurrence measures and pattern clusters are 

integrated using support vector machines to define semantic score for a word pair. 

Semantic Similarity scores found depended on the downloaded web pages which 

considered the global co-occurrences of two words on the web. However, the feature-

based similarity measure was used and this does not signify the semantic similarity.  

By combining page counts-based co-occurrence measures and lexical pattern, a cluster 
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is learned using support vector machine for optimal semantic similarity between two 

words. The synonymous and polysemous are not considered going by the lexical 

pattern extracted from the web and it was based on one information source. 

 

Frederik and Roos (2014) presented the integration of word-sense disambiguation 

techniques into lexical similarity measures. The specific terms are weighted according 

to their origin within their respective ontologies. The document similarities between 

the concept document and sense documents were used to disambiguate the concept 

meanings. The weighting terms were observed according to the ontology origin which 

led to the highest performance. The method was only limited to an instance which can 

change if virtual documents change and it can be faced with disturbed concept names 

or descriptions. 

 

Nitish et al. (2012) presented an approach that used two information sources to 

calculate the degree of similarity between two sentences. The approach combined 

corpus-based semantic relatedness measure over the sentence with knowledge-based 

semantic similarity. However, an Explicit Semantic Analysis (ESA) was used as the 

corpus-based measure with traditional vector space model as metric in the corpus 

while the knowledge based semantic similarity used Lin‟s measure. The similarity 

scores were fed as features to machine learning models to obtain a single score given 

the degree of similarity of the sentence. The models used were linear regression and 

Bagging models. Although the methods show significant improvement in calculating 

the semantic similarity tf-idf was used as a metric and the corpus-base have an issue of 

co-occurrence. Even the semantic similarity of knowledge only used information 

contained in the corpus without considering the taxonomy of each word used.
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CHAPTER THREE 

RESEARCH METHODOLOGY 

3.1 Introduction 

The Conceptual Knowledge Model for improving Term Similarity in retrieval of web 

documents consists of three (3) phases and integration of the data from the phases into 

similarity correlation coefficient for determining the level of similarity of terms in 

retrieval of web documents. The phase one describes the extraction of two related 

domain ontologies for querying the search engines. This describes if two related terms 

A and B are used as query, would the similarity values be the same? The second phase 

describes how these queries are searched in the document collections information 

source. The third phase improves the second phase by using additional knowledge 

information source for searching the queries.  Finally, integration of the data from the 

two sources is combined to determine the similarity of terms. 

 

3.1.1 Description of the Ontology Extraction 

Ontology describes the conceptualisation of a domain in terms of concepts, 

subconcepts and their relations. These are structured in form of tree like (IS-A 

hierarchy) on subsumption relationships between concepts. The two ontologies 

extraction are done from SWEET (Semantic Web for Earth and Environmental 

Terminology). (https://github.com/DataONEorg/onto-

dataonejava/blob/master/SWEETontologies/humanResearch.owl) and 

(https://github.com/DataONEorg/onto-

dataonejava/blob/master/SWEETontologies/reprSciMethodology.owl) as depicted in 

Figure 3.1 

https://github.com/DataONEorg/onto-dataonejava/blob/master/SWEETontologies/humanResearch.owl
https://github.com/DataONEorg/onto-dataonejava/blob/master/SWEETontologies/humanResearch.owl
https://github.com/DataONEorg/onto-dataonejava/blob/master/SWEETontologies/reprSciMethodology.owl
https://github.com/DataONEorg/onto-dataonejava/blob/master/SWEETontologies/reprSciMethodology.owl
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Figure 3.1: Extration of Related Ontologies 
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The Scope and Assumption of the Work 

i. The two ontologies extracted from Internet expressed the relations or 

overlapping knowledge in a common domain. 

ii. The ontologies are represented in a Web Ontology Language (OWL) and 

normalised with Protégé 4.2. 

iii. The two ontologies are expressed in many-to-many relationships. (m:n). 

 

The two (2) related ontologies extracted are in form of XML as depicted in Appendix 

III and IV. Figure 3.2 shows the graphical representation example of the basic 

constructs and mechanism of Web Ontology Language (OWL) and normalisation of 

the ontology with Protégé 4.2 in OWL to make it readable for the user. It describes the 

set of collection of entities (classes) as an instance derived from concepts. The classes 

consist of concepts and subconcepts where the property indicates the relationship of 

each concept. A focus on a particular concept shows how it relates to other concepts 

with its property. 

 

These extractions are conducted on SciMethodology and humanResearch domains 

consisting of 17 and 26 concepts in OWL respectively. The seventeen (17) and twenty-

six (26) concepts are combined in many-to-many relationships resulting into four 

hundred and forty two (442) concepts. The information for the two ontologies 

represents the total number of concepts in form of    bbaa ncmc : .
.
 One concept from 

ontology A combined with several concepts in another ontology B, so the integration 

and combination of data are drawn. This relates how the data relates to the real world 

objects. This simplifies how data from two different information sources (Multiple 

Documents Sources and Knowledge source) are used for the conceptual knowledge 

model for the term similarity.  
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Figure 3.2: Screenshot of the Ontology Concepts Hierarchy 
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3.1.2 Model User’ Query 

To represent the semantically similar terms, user query is not sufficient for semantic 

information retrieval task. User‟ query is not consistent with vocabulary used in 

document collections (indexer); therefore, the vocabulary of the queries is controlled 

so that it agrees with the term used to describe a particular context. Therefore, each 

node of the ontologies extracted corresponds to concepts, subconcepts and their 

relations. This formed parent-child relationship with one another in form of 

hierarchical structure (IS-A relationship).  

Each node of the ontology  Nni   corresponds to a unique concept Cci   such that, 

each ii cn  . Thus, the relationship 
cp cc  describes IS-A relationship )(r between a 

parent-child concept. 

an

r

a

r

a

r

aa CCCCO  321

321               3.1  

bn

r

b

r

b

r

bb CCCCO  321

321    3.2  

Each concept of the ontology in 3.1 and 3.2 is used for querying the search engine. 

There exists query (q), an element of each ontology in A and B such that 

iCq  where  iC  is a set of 
nCCCC 321 ,,

   
3.3 

The concept that the words represent in the search query is used for the expansion of 

the query (George and Vicky, 2009). Tomassen (2009) presented method of indexing 

documents with ontology vocabulary of the index terms derived from the ontology to 

the domain terminology. This method was adapted with each concept from the domain 

used as a search term but takes additional multiple variable from domain of reference 

so that more access and search result are retrieved. For instance,  

aq : Experiment investigation in Research 

bq : Analysis in human research activity 

The concepts and their relations are used as search terms in the Multiple Document 

Sources (MDSs) and the Knowledge sources.  As the queries vocabulary are 

controlled, the web resource is also structured to suit the controlled queries. Therefore, 

clustering technique is adapted to structured web resources. 
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3.2 Adaptation of Suffix Tree Clustering for Structured Search Result 

In the second phase of the Conceptual Knowledge Model, user‟ interaction with 

Multiple Document Sources (MDSs) needs to be optimised so that the documents 

retrieved provide users with relevance ranked list. The document and query are 

represented in a compatible manner.  

A Carrot2
 
was downloaded from the web (http//project.carrot2.org/download java-api 

html) to structure the web documents and comes with a jar files and Javadocs. The 

Carrot2 was used because of its advantages: it avoids overlap of document with 

multiple topics, snippets tolerance and embedded with WordNet. This produced high 

quality clusters even when only it has access to the snippets returned by the search 

engine (Sridevi et al., 2011). A Suffix Tree Clustering (STC) is adapted for clustering 

the web documents to show pattern that exists in the document returned with each 

URL in the result. Chung et al. (2008) utilised suffix tree model and provided concise, 

meaningful descriptions of groups, phrases base and offered more semantic 

representations of the document presented in the cluster. This was done for search 

queries in the two domains as depicted in Figure 3.3. This represents document-

concept match of the knowledge repository that gives information about concepts and 

their relationships with other concepts. This will enable conceptual match between 

extracted concepts that are relevant to the document in the knowledge repositoryas an 

alternative to keyword match. This is used to tackle the problems of polysemy and 

synonym from documents so that mismatch and ambiguous terms are disambiguated.  

The documents set are grouped into a subspace according to search terms which makes 

the search results easier, provides efficient and effective retrieval. Figure 3.4 shows a 

screenshot of Carrot2
 
tool benchmark that structured, grouped the documents into 

clusters and assigned scores to each of the cluster. Bollegala et al. (2011) used page 

counts and snippets as information sources provided by web search engines to generate 

semantic similarity results but without clustering. To avoid repetition of document set 

in the clusters, web pages are set to four (4) with 100 documents.  

The implementation of the suffix tree was done in Java with the Carrot2 API and used 

Goggle API as the backend search engine to cluster the web for its simplicity.  
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Figure 3.3: Conceptual Match in Multiple Document Sources                                  
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Figure 3.4: A Screenshot of Carrot2 Benchmark  
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The project was created in Eclipse, imported the library into the project and ran the 

code from the Eclipse; this is depicted in Appendix V. A cluster that relates to the 

domain ontology is chosen from the set of clusters. 3.4 represents the sequence of 

selecting documents that matches the domain from the chosen cluster. 

Let 
mccccD 32,1 ,        3.4 

where D represents documents (snippets) as a sequence of terms { ic
,  

}1 mi    

Let S be a suffix tree of n  snippet and  

For each mn  length is a tree that contain a root (R) node  

 mn  is the entities (concept, subconcept and its relation) as depicted in Figure 3.5 

)(SD Set of entities n in snippet are elements present in cluster S ( SCi  ) 

Domain Relevance Score i

i i

CSD
n

DRS )(
1

)(
3

1




    3.5 

This was expressed further as: 

3

3

2

2

1

1

)(
1

)(
1

)(
1

CSD
n

CSD
n

CSD
n

     3.6 

 

In 3.5, the documents set in cluster D(S) that match the concepts, sub-concepts and 

their relations are checked as depicted in Figure 3.5. This helps to disambiguate the 

large document set in each domain; therefore, the documents that relate to the query 

terms are selected. This was limited to at least three (3) of the entities concepts as 

shown in 3.6 and Figure 3.6 shows the sequence of the selection of the entities in the 

documents set. 

 

Two ways are distinguished in detecting concepts and their relation from documents. 

The domain ontologies are projected on the clustered documents and extraction of all 

words and multiword concepts (compound terms) from the ontology are identified in 

the documents retrieved. This enables reuse of web resource even if the query changes. 

Also, the reverse is followed by projecting the documents onto the ontology. For each 

word or multiword concept candidate formed by combining adjacent words in text 

phrases, the ontology is checked using those words just as it is in the query or the stem 

forms are checked. Java implementation of suffix tree clustering is shown in Figure 3.7 

and the underlined candidate terms are related in the ontology. 
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Figure 3.5: A Suffix Tree Clustering in Multiple Document Sources 
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Figure 3.6: Selection of Cluster in relation to Domain Entity 
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Figure 3.7: Java Implementation of STC and Selected Entities 
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The documents chosen (set of snippets) undergo preprocessing to remove unwanted 

words for further processing. 

 

3.2.1 Dimensionality Reduction by Document Indexing 

The documents retrieved from the two (2) domains are mapped and preprocessing is 

done using ScikitLearn (SKlearn) feature extraction module. This module extracts 

feature terms in a format supported by machine learning algorithm. The 

implementation was done in Python (see Appendix VI). The Pythron is used due to its 

level of robustness, ease of use; although the interface is Python but C-libraries are 

leveraged for performance. Python also has packages such as NumPy (use for matix 

computation), SciPy and finally and a learning curve almost like reading English.  

 

Natural Language ToolKit (NLTK) is imported into the SKlearn to perform automatic 

document indexing as depicted in Figure 3.8.  The document retrieved from two 

domains is mapped and preprocessing is performed. This involves the extraction of 

each word from the documents and every word is changed to its lowercase. The 

Treebank WordTokeniser in NLTK is employed to tokenise each word and split the 

documents into individual terms or sequences of words such as: 

 Input: word_tokenise (this research work is done by adebisi) 

Output: [„this‟, „research‟, „work‟, „do‟, „adebisi‟]  

 

Each word is tagged as it appeared in the tokenisation to its corresponding parts of 

speech which are based on the context of the document as in the example: 

tagged_tokens=pos_tag (token) 

pos_tag (word_tokenise (“ this‟, „research‟, „work‟, „do‟, „adebisi‟ ”)) 

[(„this‟, „DT‟), („research‟, „NN‟), „work‟, „JJ‟), („do‟, „VB‟), („adebisi‟,‟ NNP‟)] 

(where DT=Determiner, NN=Noun, JJ=Adjective, VB=Verb and NNP = Proper 

Noun). 

The tagged words removed unwanted words that are stopwords such as: the, it, in, for 

etc., these words do not describe document‟s content. 

 

Suffixes words such as “es, ed, ing, ion” are removed and leave the word to a single 

term. Theystem words and reduce the number of unique vocabulary words or terms 

that need to be trailed.  This speeds up computational operations. 
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Figure 3.8: Document Indexing Process 
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Consequently, a WordNet package was imported to lemmatise words that are not in 

stem form but more into synonym replacement such as “feet and foot”. For instance:  

Words (w) = [ do,  doing,  did ,  done] 

from nltk.stem import 

Input: stemer.stem(w) for word w words 

Output: [’ do’,’ do’,’ do’,’ do’] 

In addition, the process reduced the total number of terms or words in the documents 

and hence reduced the size and complexity of the documents. 

3.2.2 Dimensionality Reduction by Concept Weighting Model 

The remaining words in the document underwent a count where countVectoriser is 

used to count the occurrence of word in each preprocessed document and returned as a 

sparse matrix. The following assumptions are made: 

1. The normalisations of feature are based on snippets not on document. 

2. The more concepts appeared in the snippets, the more characteristic concept to 

the snippets, four (4) for each query searched term are used.  

3. The distance between concepts in an ontological set (hierarchies) is considered 

as one (1) for the concept weighting model; therefore one concept in the 

ontology is related to another concept in the hierarchy. 

4. The probabilities of each concept in relation to all other concepts in the snippets 

are found. 

 

Considering these assumptions, a concept weighting model is developed to normalise 

the sparse matrix of feature and determine the similarity. 

 

















c

c
jic N

jdf
cfwt

)(
.

     3.7

 

 

where,  

wtc= Concept Weighting   

jicf ,
= frequency of concept i in snippet j 

)( jdfc = snippets where concept i appear  

Nc= number of all the concepts in the snippets set 
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The Concept Weighting aijCW and bijCW  associated with concepts i
th

 are calculated. 

This finds the frequency of the concepts in the snippets that are assigned to the two 

domains. The model is used as the vectoriser to normalise and minimise the effects of 

common terms that have semantic meaning by interaction between the concepts and 

their relations that appear in the two domains. However, it reduced the dimension and 

assembled the matrix in form of Table 3.1. The n-dimensional matrix corresponds to a 

distinct term and each term has an associated weight. 

The term and concept similarity measure are found on the vectoriser of mapped 

snippets in A and B as depicted in Figure 3.9. 

 

How much does concept used in query A has to do with concept used in query B?   

The similarities are calculated for tf-idf and Concept Weighting (CW) for Cosine, 

Euclidean and Gaussian Radial Basis Function (RBT). This finds the similarity 

between snippets for query Ai and Bi. These are usually values between 0 and 1, where 

0 signifies low similarity and 1 signifies extremely high similarity. The algorithm 

below describes the process in the SciKitLearn.  
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Table 3.1: Concept by Snippet Matrix 

 
d

c  1D  2D    3D  

1C  11dc  21dc    ndc1  

2C  12dc  22dc    ndc2  
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Figure 3.9: The Concept Similarity in MDSs 
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The concept similarity algorithm is presented as follows: 

1. Download ScikitLearn Tool 

2. Install the Python Natural Language ToolKit (NLTK) library. 

3. Install the WordNet corpora data for the Natuaral Language ToolKit. 

4. Mapped snippets and each  string was passed through NLTK to tokenise the 

snippets  

5. A ‘list comprehension’ construct in NLTK library was set for the English stop-

word.  

6. Stem and lemmatise each of the tokens in the snippet using NLTK 

‘WordNetLemmatizer’.  

7. Feed the filtered snippets tokens into the CountVectorizer 

8. Get Feature_Names were called to get the list of extracted features from the 

snippets and are fed into the countVectorizer. 

9. Apply normalisation to a sparse matrix of feature occurrence.  

10. Calculate the similarity score with different similarity measure 

 

Figure 3.10 describes the incorporation of phase one into phase two of the Conceptual 

Knowledge from the extraction of ontologies to the query formulation, to the retrieved 

documents/snippets by the user.  

 

The domain concept similarity scores generated in the MDSs are not enough to proffer 

similarity as accurate as possible. This requires additional source (Semantic Network) 

to adjust the similarity score to semantic level.  
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Figure 3.10: Conceptual Knowledge in MDSs 
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3. 3 Adjust Similarity Value with Semantic Network 

The similarities in MDSs failed to deal with terms not covered by synonym 

dictionaries or are not able to cope with acronyms, abbreviations, buzzwords etc. But 

conceptual knowledge in semantic network source uses some kind of web intelligence 

to determine the degree of similarity between text expressions. The same concepts 

query A and B used in MDSs are also used in semantic similarity in WordNet lexicon 

to adjust the term similarity generated in MDSs. The WordNet relational dictionary 

(WordNetSimilarity) calculates the semantic similarity of different measures in the 

knowledge source. This WordNetSimilarity accessed information contained in 

concepts of a query and determined the similarity between query A and B but this 

required human intervention. Meng et al. (2014) used path and information content 

that is inversely proportional to length (CA,CB) but does not consider the position of 

the hierarchies of concepts A and B.  Also, the Information Content (IC) similarity in 

WordNetSimilarity lacks the path from hierarchical structure of concepts.  

The following assumptions are taken into consideration to determine semantic 

similarity of concepts in WordNetSimilarity for query A  and B:  

i. Concepts are stemmed. 

ii. A noun was used as the part of speech with its hypernym. 

iii. The compound word is treated as a single word and its related words are chosen 

in the WordNet hierarchy. 

Figure 3.11 shows a senses for a particular synsets of concepts search. Hierarchy sense 

that relates to the documents chosen in MDSs is also chosen in WordNetSimilarity.

 

In 3.5, model is developed that describes the Information Content of LIn‟ measure 

with extension of PAth length to derive LIPA as shown: 

l

ba

ba

baLIPA k
cICcIC

cclcsIC
ccsim )1(

)()(

)),((*2
),( 


     

3.5 

where   

LIPAsim Similarity between concept A and B 

lcs = least common subsumer 

{
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Figure 3.11: A WordNet Hypernym Hierarchy with Senses  
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K is a parameter and 10  K , which can be adapted manually to make the metric to 

get the best performance.

 
Threshold (K) value of 0.5 is assumed for two (2) concepts words to be similar or 

related in WordNet and  

l to be the maximum length of taxonomy between two (2) concepts in WordNet.  

 

A web interface is developed in Java to access information contained in the two 

domain concepts to determine the semantic similarity of query A and B in LIPA. Four 

other exixting WordNetSimilarity are calculated such as: LIN, JCN, WUP and PATH 

as depicted in Figure 3.12.  

 

The process of WordNetSimilarity is as follows: 

i. Java modules “JDK 1.8” is used 

ii. It required the WS4J Package 

iii. Installed Text Similarity  

iv. WordNet QueryData and WordNet Similarity are extracted 

v. Extend the LIn‟measure (Information Content) with PAth length to form LIPA 

 

Figure 3.13 describes how ontologies extracted are used in the knowledge sources in 

the third phase of the Conceptual Knowledge Model.  
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 Figure 3.12: A Web Interface for WordNetSimilarity
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3.4 Integration of the MDSs and Knowledge Sources Data 

The resources data generated from conceptual knowledge in MDSs and Semantic 

Network are combined using machine learning techniques. The techniques such as 

linear regression, Support Vector Machines for regression (SVMreg), neural network, 

M5P Model Tree and Bagging are used to conduct predictive analysis and determine 

the similarity correlation coefficient. The concept similarity amplified by a tuning 

parameter in WordNetSimilarity adjusts the similarity values generated. This was used 

to determine semantic similarity or relatedness of terms.  

 

The Conceptual knowledge Model is presented in the algorithm below with 

representation in Figure 3.14 

1.  get XML data of the two ontology a and b  

2.   Use protégé to normalise the ontology to OWL 

3. Ontology a ,b   concept hierarchy ( nCCCC 321 ,, ) 

4. for nCCCC 321 ,, in ontology a, b 

5.       search each nCCCC 321 ,,  as search term 

6.      cluster the web snippets 

7.              retrieve textual data for the two related concepts a and b 

     Select snippet relate to entities 

8.   Merge snippet from a and b into a single snippets collection= 

SNIPPET_COLLECTION 

  for each snippet in in SNIPPET_COLLECTION 

       split snippet into tokens 

       remove stop_words from tokens 

      Merge tokens into TOKENS_COLLECTION 

Process TOKENS_COLLECTION 

9.  Process into matrix with dimension (concept_count, unique token count)      

matrix_frequency 

Set total concept occurrences = count (token_collection) = term_occur 

       for each concept in a,b 

 concept in each a, b= Ci 

        If term/token occurs in ontology 

             Set concept frequency = cf 
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Compute concept weight =cf *(df(j)/no of concept in the snippet)
 

             Set concept weight = WEIGHT 

                   Set matrix value for matrix_frequency(Index(ontology), 

Index(token)) =fq 

10.  Create a matrix with dimensions (ontology_count, unique token count) 

matrix_similarity 

        for each ontology in step 1: 

                 compute token similarity from tokens_collection Sim 

                 Set matrix value for matrix_similarity (Index(ontology), Index(token)) = Sim 

11.   Search Ontology a and b in WordNetSimilarity 

      Let constant K = 0.5 for minimum Similarity of a and b 

for each ti in Ontology_a 

for each ti in Ontology_b: 

     loop all ti in ontology_b 

get Hypernyms of t1 from WordNet = HYPERNYMS_a 

              get Hypernyms of t2 from WordNet = HYPERNYMS_b 

              select Best-fit hypernym from HYPERNYMS _a = HYP _BEST_FIT a 

              select Best-fit hypernym from HYPERNYMS _b = HYP_BEST_FIT_b 

LCS_t1_t2 = Least Common Subsumer of (ca, cb) of (HYP_BEST_FIT_a,   

HYP_BEST_FIT_b) 

             L1 = Longest path length from ca to LCS_ ca_cb in WordNet 

             L2 = Longest path length from cb to LCS_ ca_cb in WordNet 

              Length = IF t1 == t2 THEN 0 ELSE L1 > L2 ? L1 : L2 

              IC = IC(LCS_t1_t2) 

12. Compute SIM_ca_cb(LIPA) = ((2 * IC) / (IC(t1) + IC(t2))) * (I - K) ^ Length 

13. Evaluate step step 9 and 11 
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Figure 3.14: Conceptual Knowledge Model for Term Similarity 
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CHAPTER FOUR 

RESULTS AND DISCUSSION 

4.1 Introduction 

This section provides the text analysis of the performance of different similarity 

scenarios in a quantitative way for the term similarity using Conceptual knowledge 

Model with each information source and the combination of the two information 

sources. This would verify that the approach is an applicable solution.  

 

4.2 Dataset 

The domain ontologies (the HumanResearch and SciMethodology) used for the term 

similarity contains 26 and 17 entities respectively. The ontology hierarchies reflect 

different conceptualisations of real world representation. Complete datasets are 

downloaded from SWEET and present in the data used for text analysis. Table 4.1 

summarised the number of concepts, subconcepts and its relation to each ontology. 

 

4.3 Feature Vector  Normalisation on Term Similarity in MDSs  

The term similarity in MDSs reflects the semantic implication of conceptualisation on 

the documents‟ analysis after filtered unwanted words. This depends on each term or 

concept of the ontology queries used. This is done in high level component so that it 

builds a dictionary of features and is transformed to feature vectors in form of matrices 

as depicted in Figure 4.1  

Four documents (snippets) are chosen from each domain A and B. These generated 

3,536 snippets (442x8 snippets) for each term and Concept Weighting (CW) 

respectively. These generated 21,216 datasets for six (6) different similarities but these  
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Table 4.1: The characteristics of the fraction of the domain ontologies  

Ontologies No of 

concept 

No of sub-

concept 

No of 

relation 

Max 

depth 

Max depth 

of Concept 

HumanResearch 5 2 19 3 10 

SciMethodology 3 2 12 3 8 
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Figure 4.1: Screenshot of the Feature Vector in different similarity measures 
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datasets cannot be used to determine accurate similarity of terms because of the 

dimension of the features; therefore, the mean values are taken for each similarity 

measure. This reduced the values to 2,652 datasets (442x6 similarities) and the 

similarities are Cosine and CW-Cosine, RBF and CW-RBF, and Euclidean and CW-

Euclidean respectively as in Appendix I.  Euclidean distance is converted to similarity 

(I –Distance) so that the datasets are on the same level of the similarity since distance 

is reciprocal of similarity. The RBT and CW-RBT generated scores that are 

approximately one ( )1 even for all zero and null snippets. 

 

Due to the inconsistent values generated for RBT and CW-RBT, the scores yield poor 

generalisation abilities. Therefore, in the analysis of the similarity scores, four (4) 

measures are used using Machine Learning techniques: Support Vector Machine 

Regression (SVMReg), Neural Network (NN), Linear Regression (Linear Reg), M5P 

Tree and Bagging (Ensemble method).  

 

4.4 Machine Learning Techniques on MDSs Scores  

In this section, analyses are performed on the remaining four (4) similarity measures 

utilising the approach with the performance of established techniques using machine 

learning. Performance evaluation is one standard Term Frequency-Inverse Document 

Frequency (TF-IDF) weights as a baseline and the Concept Weighting (CW) 

estimation which are done by setting all parameters to 10  XS (where x are the 

similarity scores) using different similarity measures. Nirgude et al. (2013) used 

Support Vector Machine (SVM) to get optimal results. The method performance is 

measured by using Pearson correlation value. But different correlation measures are 

used to show the performance of the similarity in terms and concepts weighting. 

 

The similarity scores are described using Attribute Relation File Format (ARFF) and 

represent the list of instances of the datasets with the set of attributes in continuous 

values. The Figure 4.2 shows screenshot of the analysis of MDSs dataset in WEKA 

using different machine learning techniques for similarity coefficient with the Mean 

Absolute Error (MAE).  
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Figure 4.2: Screenshot of Analysis of Machine Learning on MDSs Dataset 
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The Table 4.2 and Table 4.3 show the similarity coefficient for each of the similarity 

measures with its Mean Absolute Error (MAE). The result indicates the level of 

correlation coefficient of each similarity measures, while the bar chart is depicted in 

Figure 4.3.  

 

Discussion on the Analysis of ML techniques on Document Similarity 

Both Radial Basis Function (RBT) and CW-RBT generated 442x2=884 measures. This 

value is deducted from the 2,652 terms and concepts.  This is due to inconsistency in 

values (0.9 )1 x  for null and zero snippets in the feature vectoriser.  

 

The resulting dataset is 1,768 for Cosine, Euclidean, CW-Cosine and CW-Euclidean. 

Table 4.2 shows scores for similarity coefficient for Support Vector Machine 

Regression (SVMReg), Neural Network (NN), Linear Regression (Linear Reg), M5P 

Tree and Bagging. In order to select the best similarity coefficient, Neural Network 

(NN) and Bagging (ensemble method) are chosen. The values of NN are 0.881, 0.446, 

0.949 and 0.964 for Cosine, Euclidean, CW-Cosine and CW-Euclidean with Mean 

Accuracy Error (MAE) of 0.058, 0.010, 0.014, and 0.008 respectively; while Bagging 

are 0.971, 0.415, 0.957 and 0.974 with Mean Accuracy Error (MAE) of 0.016, 0.008, 

0.0137 and 0.008. It shows that the concept weighting method performs well than the 

existing term method. However, similarity attributes scores correlated well with the 

bagging technique except for Euclidean measure. The higher the coefficient of a 

similarity scores the better the method.  

 

The similarity scores generated at this level cannot be used to determine the level of 

semantic terms or concepts similarity in MDSs. Therefore, a semantic network 

similarity is used to adjust the level of semantic similarity scores.  
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Table 4.2: Summary of Machine Learning on MDSs Similarity  

 

Similarity SVMReg NN Linear 

Reg. 

M5P Tree Bagging 

Cosine 0.659 0.881 0.671 0.397 0.971 

CW-Cosine 0.927 0.949 0.936 0.938 0.957 

Euclidean 0.346 0.446 0.528 0.408 0.415 

CW-Euclidean 0.930 0.964 0.929 0.957 0.974 
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Table 4.3: Mean Absolute Error on MDSs Similarity 

 

Similarity SVMReg  NN Linear Reg. M5P Tree Bagging 

Cosine 0.104 0.058 0.105 0.054 0.016 

CW-Cosine 0.011 0.014 0.015 0.013 0.013 

Euclidean 0.008 0.010 0.009 0.008 0.008 

CW-Euclidean 0.008 0.008 0.011 0.007 0.008 
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Figure 4.3: A Bar Chart for MDSs Similarity   
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4.5 Semantic Network on Term Similarity in Knowledge Source  

The term similarity in knowledge source reflects semantic meaning of terms in 

WordNetSimilarity. The datasets used in MDSs are also used after stemmed the words 

and the noun concepts of each term with its hypernym and  are found for A and B in 

WordNetSimilarity.  

Term similarity is found for four (4) existing knowledge similarities: Lin, JCN, WUP, 

and Path with a developed LIPA similarity. This generated 2,652 dataset for the five 

(5) similarity measures which are filtered for scores greater the 1. The resulting 2,190 

(438x5) datasets are used for analysis and this determines the similarity scores ranging

10 ,  baS . The performance analysis of WordNetSimilarity for Information Content 

(IC) similarity serves as a baseline for knowledge source and the developed LIPA. An 

Attribute Relation File Format (ARFF) is used to describe the list of instances of the 

dataset with the set of attributes in continuous values. Appendix II shows the scores for 

the terms/concepts A and B in WordnetSimilarity.  

4.8 Machine Learning Techniques on WordNetSimilarity Scores  

In the analysis of the similarity scores, similarity measures: Lin, Wu and Palmer 

(WUP), Jiang and Conrath (JCN), Path and developed LIPA are used in Machine 

Learning techniques to determine performance of the measures. The performance is 

measured using Pearson correlation value, but different correlation coefficient 

measures are used to show the performance of the similarity in WordNet.: Support 

Vector Machine Regression (SVMReg), Neural Network (NN), Linear Regression 

(Linear Reg), M5P Tree and Bagging (Ensemble method). The similarity scores are 

described using Attribute Relation File Format (ARFF) and represent the list of 

instances of the datasets with the set of attributes in continuous values. The Figure 4.4 

shows screenshot of the analysis of WordNetSimilarity in WEKA using different 

machine learning techniques for correlation coefficient with the Mean Absolute Error 

(MAE).  

The Table 4.4 and Table 4.5 show the summary of machine learning on each of the 

similarity measures (Support Vector Machine Regression (SVMReg), Neural Network 

(NN), Linear Regression, M5P tree and Bagging) with its respective Mean Absolute  

Error while the bar chart is shown in Figure 4.5.  The result indicates the level of 

similarity coefficient (correlation) of each measure to other measures. 
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Figure 4.4: Screenshot of Analysis of ML on Semantic Network Similarity 
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Table 4.4: Summary of ML on Semantic Network Similarity 

Similarity SVM Reg Neural Network LINEAR Reg M5P Tree Bagging 

LIPA 0.996 0.997 0.996 0.997 0.989 

JCN 0.837 0.901 0.821 0.867 0.805 

WUP 0.856 0.951 0.866 0.953 0.966 

PATH 0.880 0.944 0.837 0.955 0.962 

LIN 0.996 0.998 0.995 0.995 0.988 
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Table 4.5: Mean Absolute Error (MAE) on Semantic Networtk Similarity 
 

Similarity SVMReg Neural Network LINEAR Reg M5P Tree BAGGING 

LIPA 0.006 0.006 0.007 0.005 0.005 

JCN 0.013 0.014 0.017 0.009 0.011 

WUP 0.066 0.042 0.071 0.0399 0.027 

PATH 0.014 0.010 0.018 0.0079 0.005 

LIN 0.005 0.005 0.006 0.0051 0.006 
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Figure 4.5: A Bar Chart for Semantic Network Similarity   
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Discussion on the Analysis of ML techniques on Knowledge Similarity  

The resulting dataset is 2,190 (438x5) scores for JCN, WUP, Lin, Path and LIPA.  The 

result generated supports the idea of Hirst and Budanitsky (2006) and Pirro (2009) that 

considered semantic network (WordNet) as a better choice for estimating semantic 

similarity than other lexical resources. In order to select the best performance 

evaluation generated for the result, M5P tree (single method) and Bagging (ensemble 

method) are chosen.  The generated semantic similarities values are 0.868, 0.953, 

0.955, 0.995 and 0.998 for JCN, WUP, PATH, LIN and LIPA respectively with Mean 

Accuracy Error (MAE) of 0.009, 0.040, 0.008, 0.005 and 0.005 respectively; while 

bagging are 0.8053, 0.966, 0.962, 0.988 and 0.988 respectively with Mean Accuracy 

Error (MAE) of 0.0117, 0.027, 0.005, 0.006 and 0.009. This indicates a better result 

compared to the term/concept similarity for all the measures. From the results, JCN 

has the lowest score from the semantic network because it is hybrid distance measure. 

However, the higher the correlation coefficient of a similarity measures the better the 

method. Moreover, the major reason why a path measure needs to be added to the 

information content is to reflect the taxonomy ideology to the semantic similarity and 

improve the measure. Therefore, the bar chart is shown in the Figure 4.5. 

 

4.9 Conceptual Knowledge Model for Term Similarity in Information Sources 

The Conceptual Knowledge presented the concept analysis of two information sources 

used in MDSs and knowledge source. Analysis for Conceptual Knowledge Model is 

on Concept Weighting (CW-Cosine and CW-Euclidean) in MDSS and all the five 

measures in knowledge similarity. Nitish et al. (2012) presented two structured 

information sources from latent semantic indexing and knowledge source for analysis 

of semantic similarity of concepts A and B using Linear Regression and Bagging. The 

scores for CW-Cosine, CW-Euclidean are combined with JCN, WUP, PATH, LIN and 

LIPA to form the Conceptual Knowledge semantic similarity of terms as shown in 

Figure 4.6. The performance is measured using Pearson correlation scores, different 

correlation coefficient measures are used to show the performance of the semantic 

similarity with machine learning techniques.: Support Vector Machine Regression 

(SVMReg), Neural Network (NN), Linear Regression (Linear Reg), M5P Tree and 

Bagging (Ensemble method). The similarity scores are described using Attribute 

Relation File Format (ARFF) and represent the list of instances of the datasets with the  

 



UNIV
ERSITY

 O
F I

BADAN LI
BRARY

147 
 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 4.6: Screenshot of Analysis of Conceptual Knowledge Similarity  
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set of attributes in continuous values. The Figure 4.6 shows screenshot of the analysis 

of Conceptual Knowledge in WEKA using different machine learning techniques for 

correlation coefficient with the Mean Absolute Error (MAE).  

The Table 4.6 and Table 4.7 show the summary of machine learning on each of the 

similarity measures (Support Vector Machine Regression (SVMReg), Neural Network 

(NN), Linear Regression, M5P tree and Bagging) with its respective Mean Absolute  

Error while the bar chart is shown in Figure 4.7.  The result indicates the level of 

similarity coefficient (correlation) of each measure to other measures. 
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Table 4.6: Summary of ML on Conceptual Knowledge Similarity  

Similarity SVMReg NN Linear Reg. M5P Tree Bagging 

CW-Cosine 0.950 0.940 0.951 0.951 0.945 

CW-Euclidean  0.950 0.943 0.943 0.955 0.955 

LIPA 0.996 0.997 0.996 0.995 0.991 

JCN 0.673 0.661 0.645 0.744 0.633 

WUP 0.721 0.928 0.632 0.951 0.963 

Path 0.722 0.923 0.688 0.688 0.962 

Lin 0.996 0.995  0.996 0.994 0.993 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



UNIV
ERSITY

 O
F I

BADAN LI
BRARY

150 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 4.7: Mean Absolute Error on Conceptual Knowledge Similarity   

 

Similarity SVMReg NN Linear Reg M5P Tree Bagging 

CW-Cosine 0.011 0.024 0.014 0.013 0.014 

CW-Euclidean  0.009 0.015 0.013 0.013 0.013 

LIPA 0.007 0.009 0.007 0.005 0.008 

JCN 0.017 0.023 0.032 0.014 0.020 

WUP 0.076 0.050 0.085 0.037 0.029 

Path 0.016 0.013 0.021 0.021 0.006 

Lin 0.006 0.008 0.007 0.005 0.006 
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Figure 4.7: A Bar Chart for Conceptual Knowledge Similarity  
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Discussion on the Analysis of ML Techniques on Combined Similarity 

The resulting datasets for JCN, WUP, PATH, LIN, CW-Cosine, CW-Euclidean and 

LIPA formed the Conceptual Knowledge Model for the two sources. The scores 

generated 3,094 dataset yielded after filtering the dataset for values greater the one (1). 

In order to select the best performance coefficient generated for the scores, neural 

network (single method) and Bagging (ensemble method) are chosen. The values are 

0.661, 0.928, 0.923, 0.995, 0.940, 0.943 and 0.997 with MAE as follows: 0.022, 0.049, 

0.011, 0.007, 0.024, 0.014 and 0.008 respectively for neural network. The Bagging 

values are 0.633, 0.963, 0.962, 0.993, 0.997, 0.945, 0.955 and 0.991 for JCN, WUP, 

PATH, LIN, CW-Cosine, CW-Euclidean and LIPA respectively. The Mean Accuracy 

Error (MAE) is: 0.019, 0.028, 0.006, 0.006, 0.012, 0.013 and 0.008 respectively. The 

higher the correlation of the similarity scores the better the method. It shows that JCN 

(hybrid) has semantic relation measures with low semantic similarity scores compared 

to other measures (JCN is a hybrid distance measure). The conceptual knowledge 

model generated better result for each similarity measures with low mean accuracy 

values. It is concluded that combined MDSs with semantic network predict better than 

single individual similarity measure.  
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CHAPTER FIVE 

SUMMARY, CONCLUSIONS AND RECOMMENDATIONS 

 

5.1 The Summary of the Research 

Similarity is important in information retrieval of web documents. The search engine 

also plays an important role in finding relation among input keywords but fails in 

retrieving semantically related documents. The retrieval system depends on the 

similarity between source document and the query. Therefore, present to the user 

document that match the user keyword. However, the retrieval system have limited 

ability to exploit the conceptualisation involved in user needs and content meaning due 

to its ability to describe the relation among search terms. Hence, Term Similarity (TS) 

is based on lexical matching and reflects users‟ information need. But TS has not 

bridge the gap of vocabulary mismatch problem in retrieval system. Furthermore, the 

TS in retrieval of web documents are based on single information source and represent 

document in a linear feature vector. Therefore, similarity of term is considered without 

context or structure. An appropriate additional information knowledge source is 

required for mapping document to terms. Such knowledge resources are WordNet 

dictionary and domain ontology that contain data for computing similarity of terms in 

a more structured way. This knowledge is used to index and describe the context of 

documents. The idea is that high-level of semantic content information is accurately 

modelled using conceptual indexing. Therefore, related documents that do not share 

terms are still represented by nearby conceptual descriptors. This requires that concept 

of Semantic Web technology, in which user‟ request is understandable by the retrieval 
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system and reduced the mismatch of terms.  Ontology is used to represent knowledge 

that could be understood by machine and human.  

The ontology structure (IS-A hierarchical concept) are used for query expansion, 

indexing and retrieval. Two ontologies are extracted from Internet inform of XML and 

normalised with Protégé 4.2 to make it readable. The concepts of the ontology are used 

to formulate queries and expand with terms from domain of reference. This help to 

structure the query and give a better meaning. Moreso, the web resources as well need 

to be structures.  The Carrot2 API is used with Google API to query and structure the 

web documents.  The implementation is done in Java and this was used to cluster the 

web documents and presented the result in form of clusters. The cluster related to the 

domain ontology structure is chosen from retrieved documents. The retrieved 

documents are preprocessed using Natural Language Toolkit (NLTK) to reduce 

dimensionality of features. Concept Weighting estimation is developed in Python and 

used on the preprocessed documents to determine similarity scores. However, the 

similarity scores on Multiple Document Sources is not enough to determine the 

semantic similarity of retrieved documents. Therefore, a WordNetSimilarity is 

employed on the concepts query with Information Content and Path length. This takes 

into consideration the hierarchical structure of the concepts and improves the sematic 

similarity level. Consequently, the similarity scores on Concept Weighting estimation 

and WordNetSimilarity are combines using Machine Learning Techniques such as: 

Linear Regression, Neural Network, Support Vector Machine Regression (SVMReg), 

M5P tree and Bagging. This determines the correlation coefficient of the similarity 

scores and the process improves the result generated from MDSs and 

WordNetSimilarity 

 

Conceptual Knowledge Model contributes to the solution of problem of web 

documents retrieval by making use of the knowledge about ontological relations 

between concepts. It was observed that mapping semantic knowledge information 

source which extend the multiple document sources blends the idea of ontological 

similarity and indexing in retrieval of web documents. 
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5.2 Contribution to Knowledge 

The two extracted domain ontologies concepts used for queries are represented in the 

same web ontology language (OWL) and English. The dimensionality of features of 

terms retrieved from the web is reduced by clustering, stemming, morphological 

analysis and WordNet lemmatisation. The approaches worked on many-to-many 

comparison of terms on the developed Concept Weighting estimation for the feature 

vector and extension of information content similarity with path length in 

WordNetSimilarity. Consequently, these approaches centred on structured retrieved 

document and semantic analysis of concepts respectively. Finally, machine learning 

techniques is used to combine the similarity scores generated from the two information 

sources to give better semantic similarity scores. Though the semantic similarity of 

terms or concepts in retrieval of web documents is (semi) automatic. But improved the 

semantic similarity of term retrieved from web documents. 

 

5.3 Conclusion 

In computing the retrieval of web documents, domain-query is incorporated into the 

term similarity scores. In practical building of the retrieval system, a WordNet 

clustering tool (CARROT2) was used to structure and cluster the web to achieve a 

better similarity of terms. This was done by matching the query term with the 

document index which reduced the word mismatch and ambiguity on web documents. 

It was observed that incorporating domain-query with suffix tree clustering leads to 

significant increase in performance of retrieval system.  

However, the effects of different weighting approaches were investigated for the term 

and concept method. It was concluded that the concept weighting method performed 

better than term weighting method of different term similaries. The evaluated results 

suggested that the method was more effective than the existing benchmark method. 

The result of the TF-IDF weighting method in the similarity did not yield a 

measureable advantage. Consequently, in the knowledge model, the combination of 

information content with path length increases the performance of the concept 

similarity better than similarity of Information Content and Path length separately.  

Furthermore, conceptual knowledge model improves retrieval of web documents with 

multiple document sources that are structured. This leads to reduction of false 

positives, increased performance of the retrieval system and the practical solution of 
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semantic language mismatch and ambiguity with robust similarity between terms or 

concepts. 

5.4 Recommendations 

The Conceptual Knowledge Model (Concept Weighting in Multiple Document 

Sources and Semantic Network Similarity) would serve as the enabler into the 

semantic retrieval system which is an open problem. It is suggested that the methods 

should be implemented in the current web to enhance the semantic similarity of terms 

or concepts in the retrieval system. This will reduce language mismatch and ambiguity 

of term problems which would in turn enhance precision. 
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Appendix I: The Mean Values of MDSs on Similarity Measures 

S/N Concept1 Concept2 Cosine CW-

Cosine 

RBF CW-

RBT 

Euclidean CW-

Euclidean 

1 HumanActivity ExperimentActivity 0.022 0.246 0.976 0.981 0.016 0.198 

2 Research ExperimentActivity 0.014 0.025 0.971 0.971 0.01 0.018 

3 Analysis ExperimentActivity 0.035 0.371 0.974 0.983 0.025 0.308 

4 Investigation ExperimentActivity 0.028 0.338 0.978 0.985 0.021 0.273 

5 Monitoring ExperimentActivity 0.014 0.016 0.976 0.976 0.01 0.012 

6 Project ExperimentActivity 0.033 0.133 0.971 0.974 0.024 0.1 

7 ProofOfConcept ExperimentActivity 0.017 0.039 0.974 0.975 0.013 0.028 

8 ResearchSetting ExperimentActivity 0.018 0.091 0.974 0.976 0.117 0.175 

9 Residual ExperimentActivity 0.032 0.165 0.975 0.978 0.023 0.134 

10 Result ExperimentActivity 0.004 0.006 0.977 0.977 0.003 0.005 

11 Representation ExperimentActivity 0.015 0.028 0.973 0.973 0.011 0.02 

12 Variable ExperimentActivity 0.013 0.032 0.972 0.975 0.01 0.024 

13 Assesment ExperimentActivity 0.03 0.067 0.973 0.974 0.021 0.05 

14 Evidence ExperimentActivity 0.018 0.026 0.976 0.976 0.014 0.02 

15 Experiment ExperimentActivity 0.043 0.239 0.97 0.976 0.031 0.191 

16 ExperimentActivity ExperimentActivity 0.045 0.527 0.975 0.988 0.032 0.445 

17 Campaign ExperimentActivity 0.04 0.659 0.975 0.991 0.029 0.601 

18 Correction ExperimentActivity 0.042 0.284 0.975 0.982 0.031 0.228 

19 Difference ExperimentActivity 0.052 0.345 0.973 0.982 0.041 0.277 

20 Hypothesis ExperimentActivity 0.064 0.29 0.976 0.982 0.047 0.233 

21 Publication ExperimentActivity 0.016 0.041 0.974 0.975 0.012 0.03 

22 Realization ExperimentActivity 0.051 0.485 0.975 0.987 0.037 0.413 

23 Sample ExperimentActivity 0.067 0.375 0.972 0.981 0.049 0.309 

24 Validation ExperimentActivity 0.033 0.263 0.978 0.984 0.024 0.208 

25 Proof ExperimentActivity 0.026 0.202 0.981 0.985 0.019 0.101 

26 Observation ExperimentActivity 0.021 0.056 0.974 0.975 0.015 0.041 

27 HumanActivity Methodology 0.009 0.04 0.975 0.976 0.007 0.031 

28 Research Methodology 0.015 0.042 0.969 0.97 0.011 0.032 

29 Analysis Methodology 0.007 0.012 0.973 0.974 0.005 0.008 

30 Investigation Methodology 0.028 0.127 0.977 0.979 0.02 0.098 

31 Monitoring Methodology 0.008 0.009 0.975 0.975 0.006 0.006 

32 Project Methodology 0.004 0.004 0.971 0.971 0.003 0.003 

33 ProofOfConcept Methodology 0.005 0.009 0.974 0.974 0.004 0.007 

34 ResearchSetting Methodology 0.011 0.053 0.973 0.975 0.111 0.144 

35 Residual Methodology 0.008 0.01 0.974 0.974 0.006 0.006 

36 Result Methodology 0.016 0.019 0.975 0.976 0.011 0.014 

37 Representation Methodology 0.013 0.014 0.971 0.971 0.01 0.01 

38 Variable Methodology 0.013 0.093 0.971 0.973 0.01 0.073 

39 Assesment Methodology 0.013 0.013 0.973 0.973 0.009 0.009 

40 Evidence Methodology 0.005 0.007 0.976 0.976 0.004 0.005 

41 Experiment Methodology 0.021 0.123 0.969 0.973 0.015 0.096 

42 ExperimentActivity Methodology 0.029 0.1 0.974 0.976 0.022 0.077 

43 Campaign Methodology 0.01 0.013 0.973 0.973 0.007 0.01 

44 Correction Methodology 0.035 0.137 0.974 0.977 0.026 0.104 

45 Difference Methodology 0.009 0.008 0.973 0.973 0.006 0.006 

46 Hypothesis Methodology 0.068 0.289 0.975 0.981 0.05 0.239 

47 Publication Methodology 0.023 0.066 0.973 0.974 0.016 0.05 

48 Realization Methodology 0.029 0.103 0.974 0.976 0.02 0.074 

49 Sample Methodology 0.047 0.122 0.97 0.972 0.034 0.087 

50 Validation Methodology 0.013 0.089 0.978 0.98 0.01 0.068 
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51 Proof Methodology 0.029 0.082 0.98 0.981 0.021 0.064 

52 Observation Methodology 0.025 0.122 0.973 0.975 0.018 0.094 

53 HumanActivity ResearchSci 0.038 0.326 0.975 0.983 0.025 0.262 

54 ResearchHuman ResearchSci 0.032 0.454 0.972 0.984 0.023 0.373 

55 Analysis ResearchSci 0.033 0.269 0.974 0.981 0.024 0.21 

56 Investigation ResearchSci 0.04 0.507 0.978 0.989 0.029 0.429 

57 Monitoring ResearchSci 0.032 0.472 0.976 0.987 0.023 0.393 

58 Project ResearchSci 0.029 0.498 0.973 0.986 0.021 0.417 

59 ProofOfConcept ResearchSci 0.023 0.094 0.974 0.976 0.017 0.073 

60 ResearchSetting ResearchSci 0.057 0.391 0.974 0.985 0.145 0.436 

61 Residual ResearchSci 0.027 0.288 0.975 0.982 0.02 0.229 

62 Result ResearchSci 0.036 0.528 0.977 0.989 0.026 0.449 

63 Representation ResearchSci 0.044 0.484 0.972 0.985 0.032 0.404 

64 Variable ResearchSci 0.035 0.266 0.972 0.979 0.025 0.27 

65 Assesment ResearchSci 0.029 0.371 0.975 0.984 0.021 0.309 

66 Evidence ResearchSci 0.034 0.352 0.977 0.984 0.024 0.291 

67 Experiment ResearchSci 0.067 0.552 0.971 0.986 0.048 0.477 

68 ExperimentActivity ResearchSci 0.057 0.53 0.975 0.988 0.041 0.449 

69 Campaign ResearchSci 0.028 0.186 0.975 0.979 0.021 0.145 

70 Correction ResearchSci 0.035 0.221 0.975 0.98 0.025 0.164 

71 Difference ResearchSci 0.038 0.34 0.974 0.982 0.028 0.279 

72 Hypothesis ResearchSci 0.069 0.38 0.977 0.985 0.338 0.43 

73 Publication ResearchSci 0.049 0.488 0.974 0.986 0.036 0.409 

74 Realization ResearchSci 0.035 0.075 0.975 0.976 0.026 0.058 

75 Sample ResearchSci 0.07 0.482 0.972 0.984 0.051 0.402 

76 Validation ResearchSci 0.042 0.375 0.978 0.986 0.03 0.307 

77 Proof ResearchSci 0.063 0.354 0.98 0.987 0.046 0.28 

78 Observation ResearchSci 0.045 0.798 0.974 0.979 0.033 0.217 

79 HumanActivity RetrievalAproach 0.024 0.105 0.979 0.981 0.018 0.079 

80 Research RetrievalAproach 0.021 0.129 0.976 0.979 0.078 0.097 

81 Analysis RetrievalAproach 0.017 0.085 0.979 0.98 0.012 0.065 

82 Investigation RetrievalAproach 0.02 0.17 0.981 0.984 0.014 0.131 

83 Monitoring RetrievalAproach 0.021 0.079 0.98 0.981 0.015 0.064 

84 Project RetrievalAproach 0.03 0.096 0.977 0.978 0.022 0.072 

85 ProofOfConcept RetrievalAproach 0.009 0.024 0.979 0.979 0.006 0.017 

86 ResearchSetting RetrievalAproach 0.024 0.07 0.979 0.98 0.121 0.156 

87 Residual RetrievalAproach 0.022 0.057 0.979 0.98 0.016 0.042 

88 Result RetrievalAproach 0.013 0.078 0.981 0.982 0.01 0.059 

89 Representation RetrievalAproach 0.038 0.095 0.977 0.978 0.039 0.072 

90 Variable RetrievalAproach 0.03 0.03 0.977 0.978 0.021 0.05 

91 Assesment RetrievalAproach 0.014 0.048 0.979 0.979 0.01 0.036 

92 Evidence RetrievalAproach 0.014 0.054 0.98 0.981 0.01 0.037 

93 Experiment RetrievalAproach 0.041 0.123 0.976 0.978 0.03 0.088 

94 ExperimentActivity RetrievalAproach 0.053 0.263 0.979 0.984 0.038 0.208 

95 Campaign RetrievalAproach 0.022 0.153 0.979 0.982 0.016 0.117 

96 Correction RetrievalAproach 0.012 0.059 0.98 0.981 0.009 0.045 

97 Difference RetrievalAproach 0.028 0.135 0.978 0.981 0.02 0.104 

98 Hypothesis RetrievalAproach 0.034 0.211 0.98 0.984 0.025 0.165 

99 Publication RetrievalAproach 0.033 0.164 0.978 0.981 0.042 0.125 

100 Realization RetrievalAproach 0.025 0.105 0.979 0.981 0.018 0.079 

101 Sample RetrievalAproach 0.045 0.213 0.977 0.981 0.028 0.167 

102 Validation RetrievalAproach 0.019 0.07 0.981 0.982 0.014 0.014 

103 Proof RetrievalAproach 0.032 0.141 0.983 0.986 0.023 0.117 

104 Observation RetrievalAproach 0.049 0.129 0.978 0.979 0.036 0.097 
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105 HumanActivity CarbonDating 0.015 0.022 0.974 0.974 0.011 0.016 

106 ResearcHuman CarbonDating 0.005 0.004 0.969 0.969 0.004 0.003 

107 Analysis CarbonDating 0.012 0.012 0.973 0.973 0.009 0.009 

108 Investigation CarbonDating 0.048 0.047 0.975 0.975 0.035 0.035 

109 Monitoring CarbonDating 0.009 0.014 0.974 0.975 0.007 0.011 

110 Project CarbonDating 0.005 0.004 0.97 0.97 0.004 0.003 

111 ProofOfConcept CarbonDating 0.008 0.011 0.973 0.973 0.006 0.008 

112 ResearchSetting CarbonDating 0.007 0.022 0.973 0.973 0.108 0.119 

113 Residual CarbonDating 0.004 0.006 0.974 0.974 0.003 0.004 

114 Result CarbonDating 0.02 0.028 0.975 0.976 0.015 0.019 

115 Representation CarbonDating 0.009 0.009 0.971 0.971 0.007 0.007 

116 Variable CarbonDating 0.016 0.071 0.97 0.972 0.012 0.054 

117 Assesment CarbonDating 0.004 0.004 0.973 0.973 0.003 0.003 

118 Evidence CarbonDating 0.012 0.011 0.975 0.975 0.007 0.053 

119 Experiment CarbonDating 0.016 0.052 0.969 0.97 0.012 0.053 

120 ExperimentActivity CarbonDating 0.01 0.01 0.974 0.974 0.007 0.012 

121 Campaign CarbonDating 0.008 0.01 0.973 0.973 0.006 0.007 

122 Correction CarbonDating 0.012 0.021 0.974 0.975 0.009 0.015 

123 Difference CarbonDating 0.007 0.021 0.972 0.972 0.005 0.015 

124 Hypothesis CarbonDating 0.022 0.134 0.975 0.978 0.016 0.102 

125 Publication CarbonDating 0.013 0.012 0.972 0.972 0.008 0.009 

126 Realization CarbonDating 0.015 0.061 0.974 0.975 0.011 0.045 

127 Sample CarbonDating 0.021 0.044 0.97 0.971 0.016 0.041 

128 Validation CarbonDating 0.018 0.068 0.977 0.977 0.013 0.051 

129 Proof CarbonDating 0.017 0.016 0.98 0.98 0.012 0.012 

130 Observation CarbonDating 0.022 0.072 0.972 0.974 0.016 0.054 

131 HumanActivity IsotopeAnalysis 0.015 0.087 0.979 0.98 0.011 0.066 

132 Research IsotopeAnalysis 0.015 0.082 0.976 0.977 0.011 0.062 

133 Analysis IsotopeAnalysis 0.03 0.294 0.978 0.984 0.022 0.233 

134 Investigation IsotopeAnalysis 0.021 0.139 0.98 0.983 0.019 0.107 

135 Monitoring IsotopeAnalysis 0.014 0.066 0.979 0.98 0.01 0.049 

136 Project IsotopeAnalysis 0.015 0.053 0.976 0.977 0.011 0.04 

137 ProofOfConcept IsotopeAnalysis 0.005 0.017 0.979 0.979 0.004 0.012 

138 ResearchSetting IsotopeAnalysis 0.009 0.082 0.979 0.981 0.11 0.165 

139 Residual IsotopeAnalysis 0.003 0.005 0.979 0.979 0.002 0.003 

140 Result IsotopeAnalysis 0.009 0.033 0.98 0.981 0.007 0.025 

141 Representation IsotopeAnalysis 0.014 0.064 0.977 0.978 0.01 0.049 

142 Variable IsotopeAnalysis 0.018 0.018 0.977 0.978 0.013 0.059 

143 Assesment IsotopeAnalysis 0.003 0.005 0.978 0.978 0.002 0.004 

144 Evidence IsotopeAnalysis 0.003 0.005 0.98 0.98 0.003 0.004 

145 Experiment IsotopeAnalysis 0.006 0.019 0.976 0.976 0.005 0.014 

146 ExperimentActivity IsotopeAnalysis 0.02 0.081 0.978 0.98 0.014 0.06 

147 Campaign IsotopeAnalysis 0.009 0.019 0.978 0.978 0.006 0.014 

148 Correction IsotopeAnalysis 0.025 0.062 0.979 0.98 0.018 0.047 

149 Difference IsotopeAnalysis 0.01 0.044 0.977 0.978 0.016 0.007 

150 Hypothesis IsotopeAnalysis 0.027 0.147 0.98 0.982 0.02 0.113 

151 Publication IsotopeAnalysis 0.018 0.075 0.978 0.979 0.013 0.056 

152 Realization IsotopeAnalysis 0.013 0.025 0.979 0.979 0.01 0.019 

153 Sample IsotopeAnalysis 0.017 0.047 0.976 0.977 0.012 0.034 

154 Validation IsotopeAnalysis 0.012 0.036 0.981 0.981 0.009 0.027 

155 Proof IsotopeAnalysis 0.025 0.133 0.983 0.985 0.018 0.101 

156 Observation IsotopeAnalysis 0.013 0.024 0.978 0.978 0.009 0.017 

157 HumanActivity Photometry 0.01 0.014 0.975 0.975 0.007 0.01 

158 Research Photometry 0.015 0.063 0.971 0.972 0.011 0.047 
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159 Analysis Photometry 0.011 0.024 0.975 0.975 0.008 0.018 

160 Investigation Photometry 0.016 0.03 0.978 0.978 0.011 0.022 

161 Monitoring Photometry 0.006 0.014 0.976 0.976 0.004 0.011 

162 Project Photometry 0.02 0.046 0.972 0.973 0.014 0.034 

163 ProofOfConcept Photometry 0.007 0.028 0.975 0.976 0.005 0.021 

164 ResearchSetting Photometry 0.008 0.013 0.975 0.975 0.11 0.113 

165 Residual Photometry 0.011 0.026 0.975 0.976 0.008 0.02 

166 Result Photometry 0.014 0.026 0.977 0.977 0.01 0.019 

167 Representation Photometry 0.009 0.025 0.973 0.974 0.006 0.019 

168 Variable Photometry 0.009 0.008 0.973 0.973 0.007 0.006 

169 Assesment Photometry 0.008 0.089 0.975 0.977 0.006 0.07 

170 Evidence Photometry 0.012 0.017 0.976 0.977 0.008 0.012 

171 Experiment Photometry 0.015 0.021 0.971 0.971 0.011 0.015 

172 ExperimentActivity Photometry 0.018 0.026 0.975 0.975 0.013 0.019 

173 Campaign Photometry 0.008 0.012 0.975 0.975 0.006 0.009 

174 Correction Photometry 0.013 0.035 0.976 0.976 0.01 0.026 

175 Difference Photometry 0.02 0.054 0.973 0.974 0.015 0.04 

176 Hypothesis Photometry 0.025 0.1 0.976 0.978 0.018 0.076 

177 Publication Photometry 0.015 0.028 0.974 0.975 0.011 0.021 

178 Realization Photometry 0.004 0.006 0.976 0.976 0.003 0.004 

179 Sample Photometry 0.022 0.022 0.972 0.972 0.016 0.026 

180 Validation Photometry 0.008 0.013 0.979 0.979 0.006 0.01 

181 Proof Photometry 0.015 0.032 0.981 0.981 0.011 0.024 

182 Observation Photometry 0.027 0.133 0.974 0.977 0.02 0.103 

183 HumanActivity RadioactiveDating 0.004 0.004 0.975 0.975 0.003 0.003 

184 Research RadioactiveDating 0 0 0.971 0.971 0 0 

185 Analysis RadioactiveDating 0.008 0.007 0.974 0.974 0.006 0.005 

186 Investigation RadioactiveDating 0.014 0.014 0.977 0.977 0.01 0.01 

187 Monitoring RadioactiveDating 0 0 0.976 0.976 0 0 

188 Project RadioactiveDating 0.004 0.003 0.972 0.972 0.003 0.002 

189 ProofOfConcept RadioactiveDating 0.011 0.014 0.974 0.975 0.008 0.01 

190 ResearchSetting RadioactiveDating 0.004 0.003 0.974 0.974 0.106 0.106 

191 Residual RadioactiveDating 0.011 0.01 0.974 0.974 0.008 0.007 

192 Result RadioactiveDating 0.014 0.019 0.977 0.977 0.01 0.014 

193 Representation RadioactiveDating 0.005 0.005 0.973 0.973 0.004 0.004 

194 Variable RadioactiveDating 0.012 0.036 0.972 0.973 0.009 0.027 

195 Assesment RadioactiveDating 0.006 0.016 0.974 0.975 0.005 0.012 

196 Evidence RadioactiveDating 0.004 0.005 0.976 0.977 0.003 0.004 

197 Experiment RadioactiveDating 0.012 0.036 0.971 0.972 0.009 0.027 

198 ExperimentActivity RadioactiveDating 0.008 0.005 0.975 0.975 0.006 0.004 

199 Campaign RadioactiveDating 0.004 0.005 0.975 0.975 0.003 0.003 

200 Correction RadioactiveDating 0.009 0.011 0.976 0.976 0.007 0.008 

201 Difference RadioactiveDating 0.011 0.02 0.973 0.974 0.008 0.015 

202 Hypothesis RadioactiveDating 0.019 0.07 0.976 0.978 0.014 0.052 

203 Publication RadioactiveDating 0.013 0.012 0.974 0.974 0.009 0.009 

204 Realization RadioactiveDating 0.01 0.029 0.975 0.976 0.007 0.021 

205 Sample RadioactiveDating 0.015 0.028 0.972 0.972 0.011 0.021 

206 Validation RadioactiveDating 0.014 0.036 0.978 0.979 0.01 0.026 

207 Proof RadioactiveDating 0.008 0.009 0.981 0.981 0.006 0.007 

208 Observation RadioactiveDating 0.026 0.054 0.973 0.974 0.019 0.04 

209 HumanActivity Spectroscopy 0.012 0.026 0.975 0.975 0.009 0.019 

210 Research Spectroscopy 0.005 0.004 0.971 0.971 0.004 0.004 

211 Analysis Spectroscopy 0.016 0.034 0.975 0.975 0.011 0.025 

212 Investigation Spectroscopy 0.023 0.068 0.978 0.979 0.016 0.051 
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213 Monitoring Spectroscopy 0.004 0.004 0.976 0.976 0.003 0.003 

214 Project Spectroscopy 0.01 0.032 0.972 0.973 0.007 0.024 

215 ProofOfConcept Spectroscopy 0.01 0.028 0.975 0.975 0.007 0.021 

216 ResearchSetting Spectroscopy 0 0 0.975 0.974 -0.522 0.104 

217 Residual Spectroscopy 0.006 0.016 0.975 0.975 0.004 0.012 

218 Result Spectroscopy 0.028 0.107 0.977 0.979 0.02 0.082 

219 Representation Spectroscopy 0.007 0.019 0.973 0.973 0.005 0.014 

220 Variable Spectroscopy 0.013 0.026 0.972 0.973 0.009 0.019 

221 Assesment Spectroscopy 0.008 0.013 0.974 0.974 0.006 0.01 

222 Evidence Spectroscopy 0.012 0.034 0.976 0.977 0.009 0.025 

223 Experiment Spectroscopy 0.013 0.032 0.971 0.972 0.01 0.024 

224 ExperimentActivity Spectroscopy 0.014 0.029 0.975 0.975 0.011 0.022 

225 Campaign Spectroscopy 0.009 0.026 0.975 0.975 0.006 0.02 

226 Correction Spectroscopy 0.008 0.02 0.976 0.976 0.006 0.014 

227 Difference Spectroscopy 0.018 0.078 0.974 0.975 0.013 0.061 

228 Hypothesis Spectroscopy 0.02 0.049 0.977 0.977 0.015 0.036 

229 Publication Spectroscopy 0.005 0.005 0.974 0.974 0.004 0.003 

230 Realization Spectroscopy 0.004 0.005 0.976 0.976 0.003 0.003 

231 Sample Spectroscopy 0.026 0.066 0.972 0.973 0.019 0.05 

232 Validation Spectroscopy 0.011 0.032 0.979 0.979 0.008 0.024 

233 Proof Spectroscopy 0.005 0.006 0.981 0.981 0.004 0.004 

234 Observation Spectroscopy 0.036 0.119 0.974 0.976 0.026 0.091 

235 HumanActivity ResearchExploration 0.024 0.212 0.978 0.982 0.017 0.167 

236 Research ResearchExploration 0.023 0.328 0.974 0.982 0.017 0.266 

237 Analysis ResearchExploration 0.029 0.205 0.977 0.981 0.021 0.16 

238 Investigation ResearchExploration 0.022 0.326 0.98 0.986 0.016 0.264 

239 Monitoring ResearchExploration 0.025 0.367 0.978 0.986 0.018 0.307 

240 Project ResearchExploration 0.031 0.385 0.975 0.984 0.022 0.322 

241 ProofOfConcept ResearchExploration 0.02 0.081 0.977 0.978 0.015 0.062 

242 ResearchSetting ResearchExploration 0.036 0.307 0.977 0.985 0.13 0.365 

243 Residual ResearchExploration 0.017 0.217 0.977 0.982 0.012 0.172 

244 Result ResearchExploration 0.021 0.406 0.979 0.988 0.015 0.344 

245 Representation ResearchExploration 0.033 0.389 0.975 0.985 0.024 0.325 

246 Variable ResearchExploration 0.028 0.2 0.975 0.979 0.02 0.154 

247 Assesment ResearchExploration 0.031 0.289 0.977 0.983 0.023 0.241 

248 Evidence ResearchExploration 0.016 0.226 0.979 0.983 0.012 0.18 

249 Experiment ResearchExploration 0.04 0.423 0.975 0.985 0.029 0.364 

250 ExperimentActivity ResearchExploration 0.036 0.368 0.977 0.985 0.026 0.31 

251 Campaign ResearchExploration 0.017 0.125 0.977 0.98 0.012 0.097 

252 Correction ResearchExploration 0.021 0.083 0.978 0.979 0.015 0.062 

253 Difference ResearchExploration 0.017 0.236 0.976 0.982 0.013 0.19 

254 Hypothesis ResearchExploration 0.029 0.15 0.979 0.981 0.021 0.117 

255 Publication ResearchExploration 0.028 0.353 0.976 0.984 0.02 0.289 

256 Realization ResearchExploration 0.012 0.027 0.978 0.978 0.009 0.02 

257 Sample ResearchExploration 0.029 0.347 0.975 0.983 0.021 0.285 

258 Validation ResearchExploration 0.033 0.295 0.98 0.986 0.024 0.242 

259 Proof ResearchExploration 0.036 0.216 0.982 0.986 0.027 0.17 

260 Observation ResearchExploration 0.03 0.164 0.977 0.98 0.022 0.131 

261 HumanActivity Engineering 0.025 0.083 0.972 0.974 0.018 0.064 

262 Research Engineering 0.046 0.14 0.965 0.969 0.034 0.11 

263 Analysis Engineering 0.021 0.058 0.97 0.971 0.015 0.044 

264 Investigation Engineering 0.035 0.167 0.975 0.978 0.025 0.133 

265 Monitoring Engineering 0.035 0.124 0.973 0.975 0.026 0.104 

266 Project Engineering 0.054 0.133 0.967 0.969 0.04 0.11 
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267 ProofOfConcept Engineering 0.026 0.03 0.97 0.97 0.019 0.022 

268 ResearchSetting Engineering 0.046 0.164 0.97 0.975 0.138 0.235 

269 Residual Engineering 0.03 0.074 0.971 0.972 0.022 0.057 

270 Result Engineering 0.031 0.165 0.974 0.978 0.023 0.136 

271 Representation Engineering 0.053 0.17 0.968 0.972 0.038 0.137 

272 Variable Engineering 0.036 0.092 0.967 0.971 0.026 0.113 

273 Assesment Engineering 0.034 0.092 0.971 0.973 0.025 0.077 

274 Evidence Engineering 0.029 0.077 0.973 0.974 0.021 0.06 

275 Experiment Engineering 0.059 0.225 0.966 0.972 0.044 0.191 

276 ExperimentActivity Engineering 0.052 0.176 0.971 0.975 0.039 0.144 

277 Campaign Engineering 0.032 0.068 0.97 0.971 0.023 0.051 

278 Correction Engineering 0.025 0.049 0.972 0.972 0.019 0.036 

279 Difference Engineering 0.03 0.105 0.969 0.971 0.022 0.081 

280 Hypothesis Engineering 0.051 0.257 0.973 0.979 0.037 0.202 

281 Publication Engineering 0.043 0.145 0.97 0.973 0.032 0.116 

282 Realization Engineering 0.028 0.101 0.971 0.974 0.021 0.076 

283 Sample Engineering 0.046 0.172 0.968 0.972 0.034 0.139 

284 Validation Engineering 0.051 0.183 0.976 0.979 0.038 0.147 

285 Proof Engineering 0.032 0.124 0.978 0.981 0.023 0.093 

286 Observation Engineering 0.044 0.108 0.97 0.972 0.033 0.084 

287 HumanActivity Imaging 0.008 0.081 0.976 0.978 0.006 0.063 

288 Research Imaging 0.026 0.157 0.971 0.975 0.019 0.122 

289 Analysis Imaging 0.021 0.106 0.975 0.977 0.015 0.082 

290 Investigation Imaging 0.012 0.078 0.978 0.98 0.009 0.06 

291 Monitoring Imaging 0.015 0.061 0.976 0.978 0.011 0.046 

292 Project Imaging 0.032 0.122 0.972 0.975 0.023 0.092 

293 ProofOfConcept Imaging 0.036 0.112 0.974 0.976 0.026 0.087 

294 ResearchSetting Imaging 0.013 0.058 0.977 0.978 0.113 0.149 

295 Residual Imaging 0.006 0.039 0.976 0.976 0.005 0.029 

296 Result Imaging 0.006 0.016 0.978 0.978 0.005 0.012 

297 Representation Imaging 0.008 0.044 0.974 0.975 0.006 0.034 

298 Variable Imaging 0.005 0.007 0.973 0.973 0.004 0.005 

299 Assesment Imaging 0.005 0.011 0.975 0.975 0.004 0.008 

300 Evidence Imaging 0.01 0.02 0.977 0.977 0.008 0.015 

301 Experiment Imaging 0.016 0.026 0.972 0.972 0.012 0.019 

302 ExperimentActivity Imaging 0.018 0.048 0.975 0.976 0.013 0.036 

303 Campaign Imaging 0.004 0.006 0.975 0.975 0.003 0.004 

304 Correction Imaging 0.013 0.052 0.976 0.977 0.009 0.039 

305 Difference Imaging 0.009 0.016 0.974 0.974 0.006 0.012 

306 Hypothesis Imaging 0.01 0.023 0.977 0.977 0.008 0.017 

307 Publication Imaging 0.01 0.013 0.975 0.975 0.007 0.01 

308 Realization Imaging 0.012 0.018 0.976 0.976 0.009 0.013 

309 Sample Imaging 0.011 0.021 0.973 0.973 0.008 0.016 

310 Validation Imaging 0.005 0.006 0.979 0.979 0.003 0.004 

311 Proof Imaging 0.004 0.008 0.981 0.981 0.003 0.006 

312 Observation Imaging 0.024 0.068 0.974 0.975 0.017 0.052 

313 HumanActivity Optics 0.014 0.044 0.98 0.981 0.011 0.032 

314 Research Optics 0.013 0.061 0.977 0.978 0.009 0.046 

315 Analysis Optics 0.033 0.097 0.979 0.981 0.024 0.073 

316 Investigation Optics 0.017 0.071 0.982 0.983 0.013 0.052 

317 Monitoring Optics 0.015 0.074 0.981 0.982 0.011 0.056 

318 Project Optics 0.021 0.094 0.978 0.979 0.016 0.073 

319 ProofOfConcept Optics 0.024 0.086 0.979 0.981 0.017 0.065 

320 ResearchSetting Optics 0.024 0.086 0.98 0.981 0.121 0.168 
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321 Residual Optics 0.012 0.073 0.98 0.981 0.009 0.055 

322 Result Optics 0.026 0.112 0.981 0.983 0.019 0.087 

323 Representation Optics 0.032 0.125 0.978 0.98 0.024 0.095 

324 Variable Optics 0.033 0.056 0.977 0.977 0.024 0.041 

325 Assesment Optics 0.011 0.043 0.979 0.98 0.008 0.033 

326 Evidence Optics 0.008 0.04 0.981 0.981 0.006 0.03 

327 Experiment Optics 0.016 0.079 0.977 0.979 0.011 0.06 

328 ExperimentActivity Optics 0.025 0.091 0.98 0.981 0.018 0.07 

329 Campaign Optics 0.02 0.039 0.979 0.98 0.014 0.028 

330 Correction Optics 0.019 0.074 0.98 0.982 0.014 0.056 

331 Difference Optics 0.014 0.07 0.979 0.98 0.01 0.053 

332 Hypothesis Optics 0.022 0.039 0.981 0.981 0.016 0.029 

333 Publication Optics 0.021 0.069 0.979 0.98 0.015 0.052 

334 Realization Optics 0.005 0.008 0.98 0.98 0.004 0.006 

335 Sample Optics 0.038 0.131 0.978 0.98 0.028 0.102 

336 Validation Optics 0.021 0.067 0.982 0.983 0.015 0.05 

337 Proof Optics 0.021 0.048 0.984 0.984 0.016 0.035 

338 Observation Optics 0.032 0.107 0.979 0.98 0.023 0.081 

339 HumanActivity Photography 0.022 0.084 0.974 0.976 0.016 0.063 

340 Research Photography 0.023 0.11 0.969 0.972 0.016 0.084 

341 Analysis Photography 0.033 0.104 0.973 0.975 0.024 0.081 

342 Investigation Photography 0.025 0.177 0.977 0.981 0.018 0.136 

343 Monitoring Photography 0.018 0.093 0.975 0.977 0.013 0.073 

344 Project Photography 0.014 0.091 0.971 0.974 0.01 0.072 

345 ProofOfConcept Photography 0.011 0.053 0.974 0.975 0.008 0.041 

346 ResearchSetting Photography 0.03 0.087 0.973 0.975 0.126 0.172 

347 Residual Photography 0.018 0.082 0.974 0.976 0.013 0.062 

348 Result Photography 0.026 0.122 0.976 0.978 0.019 0.096 

349 Representation Photography 0.026 0.128 0.971 0.974 0.019 0.101 

350 Variable Photography 0.023 0.082 0.971 0.973 0.017 0.061 

351 Assesment Photography 0.013 0.063 0.974 0.975 0.009 0.049 

352 Evidence Photography 0.019 0.059 0.975 0.976 0.014 0.045 

353 Experiment Photography 0.034 0.185 0.97 0.975 0.025 0.145 

354 ExperimentActivity Photography 0.032 0.174 0.974 0.978 0.023 0.135 

355 Campaign Photography 0.012 0.027 0.974 0.974 0.008 0.02 

356 Correction Photography 0.033 0.143 0.975 0.978 0.024 0.111 

357 Difference Photography 0.032 0.092 0.972 0.974 0.023 0.07 

358 Hypothesis Photography 0.052 0.243 0.976 0.981 0.038 0.197 

359 Publication Photography 0.018 0.123 0.974 0.976 0.013 0.094 

360 Realization Photography 0.014 0.067 0.975 0.976 0.01 0.051 

361 Sample Photography 0.044 0.157 0.971 0.974 0.032 0.119 

362 Validation Photography 0.024 0.108 0.978 0.98 0.017 0.081 

363 Proof Photography 0.035 0.134 0.98 0.982 0.025 0.106 

364 Observation Photography 0.069 0.194 0.973 0.976 0.051 0.157 

365 HumanActivity RemoteSensing 0.028 0.087 0.975 0.976 0.02 0.066 

366 Research RemoteSensing 0.023 0.091 0.97 0.972 0.017 0.069 

367 Analysis RemoteSensing 0.028 0.06 0.973 0.974 0.02 0.044 

368 Investigation RemoteSensing 0.043 0.177 0.977 0.98 0.031 0.139 

369 Monitoring RemoteSensing 0.019 0.086 0.975 0.977 0.014 0.066 

370 Project RemoteSensing 0.025 0.083 0.971 0.973 0.018 0.063 

371 ProofOfConcept RemoteSensing 0.015 0.024 0.974 0.974 0.011 0.018 

372 ResearchSetting RemoteSensing 0.024 0.087 0.974 0.976 0.121 0.169 

373 Residual RemoteSensing 0.014 0.041 0.974 0.975 0.01 0.03 

374 Result RemoteSensing 0.033 0.139 0.977 0.979 0.024 0.109 
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375 Representation RemoteSensing 0.018 0.079 0.972 0.974 0.013 0.060 

376 Variable RemoteSensing 0.028 0.056 0.971 0.972 0.02 0.042 

377 Assesment RemoteSensing 0.013 0.048 0.974 0.975 0.009 0.037 

378 Evidence RemoteSensing 0.020 0.066 0.976 0.977 0.015 0.05 

379 Experiment RemoteSensing 0.036 0.117 0.970 0.973 0.026 0.091 

380 ExperimentActivity RemoteSensing 0.046 0.158 0.974 0.977 0.034 0.122 

381 Campaign RemoteSensing 0.028 0.055 0.973 0.974 0.02 0.041 

382 Correction RemoteSensing 0.018 0.069 0.975 0.977 0.013 0.052 

383 Difference RemoteSensing 0.042 0.118 0.973 0.975 0.032 0.092 

384 Hypothesis RemoteSensing 0.047 0.176 0.976 0.979 0.034 0.139 

385 Publication RemoteSensing 0.037 0.112 0.973 0.975 0.027 0.086 

386 Realization RemoteSensing 0.004 0.005 0.975 0.975 0.003 0.004 

387 Sample RemoteSensing 0.054 0.13 0.971 0.973 0.04 0.1 

388 Validation RemoteSensing 0.034 0.091 0.977 0.979 0.024 0.068 

389 proof RemoteSensing 0.031 0.131 0.981 0.983 0.022 0.099 

390 Observation RemoteSensing 0.069 0.209 0.973 0.977 0.051 0.164 

391 HumanActivity Tomography 0.007 0.009 0.978 0.978 0.005 0.007 

392 Research Tomography 0.005 0.005 0.974 0.974 0.003 0.004 

393 Analysis Tomography 0.017 0.028 0.977 0.977 0.012 0.021 

394 Investigation Tomography 0.021 0.033 0.979 0.979 0.015 0.024 

395 Monitoring Tomography 0 0 0.978 0.978 0 0 

396 Project Tomography 0.006 0.012 0.975 0.975 0.004 0.009 

397 ProofOfConcept Tomography 0.012 0.031 0.977 0.977 0.009 0.023 

398 ResearchSetting Tomography 0.003 0.035 0.977 0.974 0.106 0.106 

399 Residual Tomography 0.009 0.021 0.977 0.977 0.006 0.015 

400 Result Tomography 0.038 0.09 0.979 0.98 0.028 0.067 

401 Representation Tomography 0.01 0.023 0.975 0.976 0.007 0.017 

402 Variable Tomography 0.014 0.049 0.975 0.976 0.01 0.037 

403 Assesment Tomography 0 0 0.977 0.977 0 0 

404 Evidence Tomography 0.014 0.022 0.978 0.979 0.01 0.016 

405 Experiment Tomography 0.014 0.049 0.974 0.975 0.01 0.037 

406 ExperimentActivity Tomography 0.015 0.02 0.977 0.977 0.011 0.015 

407 Campaign Tomography 0.007 0.01 0.977 0.977 0.005 0.008 

408 Correction Tomography 0.004 0.016 0.978 0.979 0.003 0.012 

409 Difference Tomography 0.019 0.045 0.976 0.977 0.014 0.034 

410 Hypothesis Tomography 0.014 0.083 0.979 0.98 0.01 0.063 

411 Publication Tomography 0.016 0.051 0.976 0.977 0.012 0.038 

412 Realization Tomography 0.006 0.033 0.978 0.979 0.004 0.025 

413 Sample Tomography 0.019 0.049 0.975 0.976 0.014 0.036 

414 Validation Tomography 0.018 0.055 0.98 0.981 0.013 0.041 

415 Proof Tomography 0.013 0.046 0.982 0.983 0.009 0.034 

416 Observation Tomography 0.031 0.09 0.976 0.978 0.022 0.068 

417 HumanActivity XrayDiffraction 0.013 0.026 0.974 0.975 0.009 0.02 

418 Research XrayDiffraction 0 0 0.97 0.97 0 0 

419 Analysis XrayDiffraction 0.024 0.053 0.973 0.974 0.018 0.039 

420 Investigation XrayDiffraction 0.02 0.041 0.977 0.977 0.015 0.03 

421 Monitoring XrayDiffraction 0.01 0.018 0.975 0.975 0.007 0.014 

422 Project XrayDiffraction 0.006 0.012 0.971 0.971 0.005 0.009 

423 ProofOfConcept XrayDiffraction 0.011 0.018 0.973 0.974 0.008 0.013 

424 ResearchSetting XrayDiffraction 0.01 0.035 0.973 0.976 0.111 0.129 

425 Residual XrayDiffraction 0.012 0.013 0.973 0.973 0.009 0.01 

426 Result XrayDiffraction 0.027 0.079 0.976 0.977 0.02 0.06 

427 Representation XrayDiffraction 0.012 0.013 0.971 0.971 0.009 0.01 

428 Variable XrayDiffraction 0.026 0.099 0.971 0.973 0.019 0.076 
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429 Assesment XrayDiffraction 0 0 0.973 0.973 0 0 

430 Evidence XrayDiffraction 0.009 0.027 0.976 0.976 0.007 0.02 

431 Experiment XrayDiffraction 0.018 0.093 0.97 0.972 0.013 0.074 

432 ExperimentActivity XrayDiffraction 0.01 0.02 0.974 0.974 0.007 0.015 

433 Campaign XrayDiffraction 0.013 0.03 0.973 0.974 0.009 0.022 

434 Correction XrayDiffraction 0.008 0.021 0.975 0.975 0.006 0.015 

435 Difference XrayDiffraction 0.015 0.075 0.973 0.974 0.011 0.058 

436 Hypothesis XrayDiffraction 0.033 0.158 0.975 0.978 0.024 0.122 

437 Publication XrayDiffraction 0.004 0.005 0.973 0.973 0.003 0.004 

438 Realization XrayDiffraction 0.014 0.065 0.975 0.976 0.01 0.05 

439 Sample XrayDiffraction 0.027 0.085 0.971 0.972 0.02 0.063 

440 Validation XrayDiffraction 0.021 0.098 0.977 0.979 0.016 0.075 

441 Proof XrayDiffraction 0.009 0.012 0.98 0.98 0.007 0.009 

442 Observation XrayDiffraction 0.036 0.136 0.973 0.975 0.026 0.104 
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Appendix II: Semantic Network (WordNetSimilarity) Measures Scores 

S/N Concept1 Concept2 LIPA JCN WUP PAth LIn 

1 HumanActivity ExperimentActivity 0.072 0.074 0.4 0.077 0.071 

2 Research ExperimentActivity 1.096 2.135 0.917 0.334 0.971 

3 Analysis ExperimentActivity 0.86 0.3 0.834 0.2 0.798 

4 Investigation ExperimentActivity 0.957 0.645 0.87 0.25 0.895 

5 Monitoring ExperimentActivity 0.316 0.075 0.616 0.091 0.3 

6 Project ExperimentActivity 0.143 0.059 0.435 0.072 0.141 

7 ProofOfConcept ExperimentActivity 0.16 0.067 0.455 0.077 0.158 

8 ResearchSetting ExperimentActivity 0.056 0.057 0.364 0.067 0.055 

9 Residual ExperimentActivity 0.064 0.065 0.4 0.077 0.063 

10 Result ExperimentActivity 0.001 0.075 0.211 0.063 0 

11 Representation ExperimentActivity 0.32 0.076 0.728 0.143 0.304 

12 Variable ExperimentActivity 0.001 0.052 0.223 0.067 0 

13 Assesment ExperimentActivity 0.248 0.077 0.667 0.125 0.24 

14 Evidence ExperimentActivity 0.188 0.082 0.477 0.084 0.186 

15 Experiment ExperimentActivity 0.179 0.077 0.4 0.063 0.177 

16 ExperimentActivity ExperimentActivity 1 272401 1 1 1 

17 Campaign ExperimentActivity 0.556 0.129 0.72 0.125 0.525 

18 Correction ExperimentActivity 0.236 0.072 0.56 0.084 0.228 

19 Difference ExperimentActivity 0.201 0.072 0.522 0.084 0.197 

20 Hypothesis ExperimentActivity 0.192 0.084 0.435 0.072 0.19 

21 Publication ExperimentActivity 0.001 0.075 0.174 0.05 0 

22 Realization ExperimentActivity 0.148 0.061 0.417 0.067 0.146 

23 Sample ExperimentActivity 0.158 0.066 0.435 0.072 0.156 

24 Validation ExperimentActivity 0.223 0.067 0.539 0.077 0.215 

25 Proof ExperimentActivity 0.223 0.067 0.539 0.077 0.215 

26 Observation ExperimentActivity 0.35 0.087 0.696 0.125 0.334 

27 HumanActivity Methodology 0.066 0.06 0.471 0.1 0.058 

28 Research Methodology 0.307 0.075 0.572 0.1 0.291 

29 Analysis Methodology 0.15 0.059 0.477 0.084 0.142 

30 Investigation Methodology 0.172 0.066 0.5 0.091 0.157 

31 Monitoring Methodology 0.127 0.051 0.435 0.072 0.125 

32 Project Methodology 0.268 0.057 0.6 0.112 0.237 

33 ProofOfConcept Methodology 0.291 0.064 0.632 0.125 0.26 

34 ResearchSetting Methodology 0.055 0.048 0.422 0.084 0.047 

35 Residual Methodology 0.06 0.053 0.471 0.1 0.052 

36 Result Methodology 0.002 0.06 0.25 0.077 0 

37 Representation Methodology 0.142 0.052 0.527 0.1 0.126 

38 Variable Methodology 0.002 0.045 0.267 0.084 0 

39 Assesment Methodology 0.153 0.057 0.556 0.112 0.137 

40 Evidence Methodology 0.331 0.078 0.667 0.143 0.299 

41 Experiment Methodology 0.295 0.074 0.546 0.091 0.287 
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42 ExperimentActivity Methodology 0.146 0.06 0.435 0.072 0.144 

43 Campaign Methodology 0.147 0.06 0.455 0.077 0.143 

44 Correction Methodology 0.135 0.054 0.455 0.077 0.131 

45 Difference Methodology 0.152 0.056 0.5 0.091 0.136 

46 Hypothesis Methodology 0.335 0.08 0.6 0.112 0.304 

47 Publication Methodology 0.002 0.06 0.2 0.059 0 

48 Realization Methodology 0.26 0.059 0.572 0.1 0.244 

49 Sample Methodology 0.289 0.063 0.6 0.112 0.258 

50 Validation Methodology 0.127 0.051 0.435 0.072 0.125 

51 Proof Methodology 0.127 0.051 0.435 0.072 0.125 

52 Observation Methodology 0.152 0.057 0.5 0.091 0.137 

53 HumanActivity ResearchSci 0.078 0.077 0.445 0.091 0.074 

54 ResearchHuman ResearchSci 1 272401 1 1 1 

55 Analysis ResearchSci 1.071 0.349 0.91 0.334 0.821 

56 Investigation ResearchSci 1.174 0.924 0.953 0.5 0.924 

57 Monitoring ResearchSci 0.323 0.077 0.667 0.112 0.308 

58 Project ResearchSci 0.152 0.06 0.477 0.084 0.145 

59 ProofOfConcept ResearchSci 0.17 0.069 0.5 0.091 0.162 

60 ResearchSetting ResearchSci 0.061 0.058 0.4 0.077 0.057 

61 Residual ResearchSci 0.068 0.067 0.445 0.091 0.064 

62 Result ResearchSci 0.001 0.077 0.236 0.072 0 

63 Representation ResearchSci 0.374 0.079 0.8 0.2 0.312 

64 Variable ResearchSci 0.001 0.054 0.25 0.077 0 

65 Assesment ResearchSci 0.278 0.08 0.737 0.167 0.247 

66 Evidence ResearchSci 0.2 0.085 0.527 0.1 0.192 

67 Experiment ResearchSci 0.187 0.08 0.435 0.072 0.183 

68 ExperimentActivity ResearchSci 1.096 2.135 0.917 0.334 0.971 

69 Campaign ResearchSci 0.603 0.137 0.783 0.167 0.54 

70 Correction ResearchSci 0.249 0.074 0.609 0.1 0.234 

71 Difference ResearchSci 0.218 0.074 0.572 0.1 0.202 

72 Hypothesis ResearchSci 0.204 0.087 0.477 0.084 0.196 

73 Publication ResearchSci 0.001 0.077 0.191 0.056 0 

74 Realization ResearchSci 0.158 0.063 0.455 0.077 0.15 

75 Sample ResearchSci 0.168 0.068 0.477 0.084 0.16 

76 Validation ResearchSci 0.228 0.069 0.584 0.091 0.22 

77 Proof ResearchSci 0.228 0.069 0.584 0.091 0.22 

78 Observation ResearchSci 0.406 0.091 0.762 0.167 0.343 

79 HumanActivity RetrievalAproach 0.07 0.07 0.422 0.084 0.068 

80 Research RetrievalAproach 0.38 0.093 0.696 0.125 0.349 

81 Analysis RetrievalAproach 0.366 0.088 0.696 0.125 0.335 

82 Investigation RetrievalAproach 0.405 0.104 0.728 0.143 0.374 

83 Monitoring RetrievalAproach 0.304 0.071 0.64 0.1 0.288 

84 Project RetrievalAproach 0.14 0.056 0.455 0.077 0.136 

85 ProofOfConcept RetrievalAproach 0.155 0.064 0.477 0.084 0.151 
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86 ResearchSetting RetrievalAproach 0.055 0.054 0.381 0.072 0.053 

87 Residual RetrievalAproach 0.062 0.062 0.422 0.084 0.06 

88 Result RetrievalAproach 0.001 0.07 0.223 0.067 0 

89 Representation RetrievalAproach 0.323 0.072 0.762 0.167 0.292 

90 Variable RetrievalAproach 0.001 0.05 0.236 0.072 0 

91 Assesment RetrievalAproach 0.245 0.073 0.7 0.143 0.23 

92 Evidence RetrievalAproach 0.181 0.077 0.5 0.091 0.177 

93 Experiment RetrievalAproach 0.173 0.073 0.417 0.067 0.169 

94 ExperimentActivity RetrievalAproach 0.355 0.089 0.64 0.1 0.34 

95 Campaign RetrievalAproach 0.367 0.088 0.667 0.112 0.336 

96 Correction RetrievalAproach 0.234 0.068 0.584 0.091 0.218 

97 Difference RetrievalAproach 0.196 0.068 0.546 0.091 0.188 

98 Hypothesis RetrievalAproach 0.184 0.079 0.455 0.077 0.18 

99 Publication RetrievalAproach 0.001 0.07 0.182 0.053 0 

100 Realization RetrievalAproach 0.144 0.058 0.435 0.072 0.14 

101 Sample RetrievalAproach 0.153 0.063 0.455 0.077 0.149 

102 Validation RetrievalAproach 0.214 0.063 0.56 0.084 0.206 

103 Proof RetrievalAproach 0.214 0.063 0.56 0.084 0.206 

104 Observation RetrievalAproach 0.351 0.082 0.728 0.143 0.319 

105 HumanActivity CarbonDating 0 0 0.4 0.077 0 

106 ResearcHuman CarbonDating 0 0 0.834 0.2 0 

107 Analysis CarbonDating 0 0 0.917 0.334 0 

108 Investigation CarbonDating 0 0 0.87 0.25 0 

109 Monitoring CarbonDating 0 0 0.616 0.091 0 

110 Project CarbonDating 0 0 0.435 0.072 0 

111 ProofOfConcept CarbonDating 0 0 0.455 0.077 0 

112 ResearchSetting CarbonDating 0 0 0.364 0.067 0 

113 Residual CarbonDating 0 0 0.4 0.077 0 

114 Result CarbonDating 0 0 0.211 0.063 0 

115 Representation CarbonDating 0 0 0.728 0.143 0 

116 Variable CarbonDating 0 0 0.223 0.067 0 

117 Assesment CarbonDating 0 0 0.667 0.125 0 

118 Evidence CarbonDating 0 0 0.477 0.084 0 

119 Experiment CarbonDating 0 0 0.4 0.063 0 

120 ExperimentActivity CarbonDating 0 0 0.77 0.143 0 

121 Campaign CarbonDating 0 0 0.72 0.125 0 

122 Correction CarbonDating 0 0 0.56 0.084 0 

123 Difference CarbonDating 0 0 0.522 0.084 0 

124 Hypothesis CarbonDating 0 0 0.435 0.072 0 

125 Publication CarbonDating 0 0 0.174 0.05 0 

126 Realization CarbonDating 0 0 0.667 0.112 0 

127 Sample CarbonDating 0 0 0.435 0.072 0 

128 Validation CarbonDating 0 0 0.539 0.077 0 

129 Proof CarbonDating 0 0 0.539 0.077 0 
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130 Observation CarbonDating 0 0 0.696 0.125 0 

131 HumanActivity IsotopeAnalysis 0.065 0.063 0.445 0.091 0.061 

132 Research IsotopeAnalysis 0.162 0.065 0.455 0.077 0.155 

133 Analysis IsotopeAnalysis 0.157 0.063 0.455 0.077 0.149 

134 Investigation IsotopeAnalysis 0.172 0.07 0.477 0.084 0.164 

135 Monitoring IsotopeAnalysis 0.132 0.053 0.417 0.067 0.13 

136 Project IsotopeAnalysis 0.262 0.06 0.572 0.1 0.246 

137 ProofOfConcept IsotopeAnalysis 0.287 0.068 0.6 0.112 0.271 

138 ResearchSetting IsotopeAnalysis 0.053 0.05 0.4 0.077 0.049 

139 Residual IsotopeAnalysis 0.059 0.056 0.445 0.091 0.055 

140 Result IsotopeAnalysis 0.001 0.063 0.236 0.072 0 

141 Representation IsotopeAnalysis 0.139 0.054 0.5 0.091 0.131 

142 Variable IsotopeAnalysis 0.001 0.047 0.25 0.077 0 

143 Assesment IsotopeAnalysis 0.151 0.06 0.527 0.1 0.143 

144 Evidence IsotopeAnalysis 0.329 0.083 0.632 0.125 0.314 

145 Experiment IsotopeAnalysis 0.696 0.149 0.783 0.167 0.634 

146 ExperimentActivity IsotopeAnalysis 0.153 0.063 0.417 0.067 0.151 

147 Campaign IsotopeAnalysis 0.153 0.063 0.435 0.072 0.149 

148 Correction IsotopeAnalysis 0.141 0.057 0.435 0.072 0.137 

149 Difference IsotopeAnalysis 0.149 0.059 0.477 0.084 0.142 

150 Hypothesis IsotopeAnalysis 0.335 0.086 0.572 0.1 0.319 

151 Publication IsotopeAnalysis 0.001 0.063 0.191 0.056 0 

152 Realization IsotopeAnalysis 0.571 0.094 0.728 0.143 0.509 

153 Sample IsotopeAnalysis 0.284 0.067 0.572 0.1 0.268 

154 Validation IsotopeAnalysis 0.132 0.053 0.417 0.067 0.13 

155 Proof IsotopeAnalysis 0.132 0.053 0.417 0.067 0.13 

156 Observation IsotopeAnalysis 0.15 0.059 0.477 0.084 0.142 

157 HumanActivity Photometry 0 0 0.471 0.1 0 

158 Research Photometry 0 0 0.762 0.167 0 

159 Analysis Photometry 0 0 0.762 0.167 0 

160 Investigation Photometry 0 0 0.8 0.2 0 

161 Monitoring Photometry 0 0 0.696 0.125 0 

162 Project Photometry 0 0 0.5 0.091 0 

163 ProofOfConcept Photometry 0 0 0.527 0.1 0 

164 ResearchSetting Photometry 0 0 0.422 0.084 0 

165 Residual Photometry 0 0 0.471 0.1 0 

166 Result Photometry 0 0 0.25 0.077 0 

167 Representation Photometry 0 0 0.843 0.25 0 

168 Variable Photometry 0 0 0.267 0.084 0 

169 Assesment Photometry 0 0 0.778 0.2 0 

170 Evidence Photometry 0 0 0.556 0.112 0 

171 Experiment Photometry 0 0 0.455 0.077 0 

172 ExperimentActivity Photometry 0 0 0.696 0.125 0 

173 Campaign Photometry 0 0 0.728 0.143 0 
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174 Correction Photometry 0 0 0.637 0.112 0 

175 Difference Photometry 0 0 0.6 0.112 0 

176 Hypothesis Photometry 0 0 0.5 0.091 0 

177 Publication Photometry 0 0 0.2 0.059 0 

178 Realization Photometry 0 0 0.477 0.084 0 

179 Sample Photometry 0 0 0.5 0.091 0 

180 Validation Photometry 0 0 0.609 0.1 0 

181 Proof Photometry 0 0 0.609 0.1 0 

182 Observation Photometry 0 0 0.9 0.334 0 

183 HumanActivity RadioactiveDating 0.008 0.055 0.267 0.084 0 

184 Research RadioactiveDating 0.001 0.052 0.211 0.063 0 

185 Analysis RadioactiveDating 0.001 0.05 0.211 0.063 0 

186 Investigation RadioactiveDating 0.002 0.055 0.223 0.067 0 

187 Monitoring RadioactiveDating 0.001 0.044 0.191 0.056 0 

188 Project RadioactiveDating 0.002 0.043 0.223 0.067 0 

189 ProofOfConcept RadioactiveDating 0.004 0.047 0.236 0.072 0 

190 ResearchSetting RadioactiveDating 0.004 0.045 0.236 0.072 0 

191 Residual RadioactiveDating 0.008 0.05 0.267 0.084 0 

192 Result RadioactiveDating 0.485 0.107 0.572 0.143 0.454 

193 Representation RadioactiveDating 0.004 0.044 0.236 0.072 0 

194 Variable RadioactiveDating 0.095 0.048 0.462 0.125 0.08 

195 Assesment RadioactiveDating 0.008 0.048 0.25 0.077 0 

196 Evidence RadioactiveDating 0.008 0.054 0.25 0.077 0 

197 Experiment RadioactiveDating 0.001 0.052 0.2 0.059 0 

198 ExperimentActivity RadioactiveDating 0.001 0.051 0.191 0.056 0 

199 Campaign RadioactiveDating 0.001 0.05 0.2 0.059 0 

200 Correction RadioactiveDating 0.001 0.046 0.2 0.059 0 

201 Difference RadioactiveDating 0.002 0.048 0.223 0.067 0 

202 Hypothesis RadioactiveDating 0.002 0.055 0.223 0.067 0 

203 Publication RadioactiveDating 0.11 0.065 0.334 0.077 0.106 

204 Realization RadioactiveDating 0.001 0.044 0.211 0.063 0 

205 Sample RadioactiveDating 0.002 0.046 0.223 0.067 0 

206 Validation RadioactiveDating 0.001 0.044 0.191 0.056 0 

207 Proof RadioactiveDating 0.001 0.044 0.191 0.056 0 

208 Observation RadioactiveDating 0.002 0.048 0.223 0.067 0 

209 HumanActivity Spectroscopy 0.059 0.06 0.4 0.077 0.058 

210 Research Spectroscopy 0.751 0.169 0.834 0.2 0.689 

211 Analysis Spectroscopy 0.97 0.326 0.917 0.334 0.845 

212 Investigation Spectroscopy 0.793 0.206 0.87 0.25 0.73 

213 Monitoring Spectroscopy 0.272 0.06 0.616 0.091 0.256 

214 Project Spectroscopy 0.123 0.049 0.435 0.072 0.121 

215 ProofOfConcept Spectroscopy 0.135 0.055 0.455 0.077 0.133 

216 ResearchSetting Spectroscopy 0.048 0.048 0.364 0.067 0.047 

217 Residual Spectroscopy 0.053 0.053 0.4 0.077 0.052 
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218 Result Spectroscopy 0.001 0.06 0.211 0.063 0 

219 Representation Spectroscopy 0.275 0.061 0.728 0.143 0.259 

220 Variable Spectroscopy 0.001 0.045 0.223 0.067 0 

221 Assesment Spectroscopy 0.209 0.062 0.667 0.125 0.202 

222 Evidence Spectroscopy 0.155 0.065 0.477 0.084 0.153 

223 Experiment Spectroscopy 0.149 0.062 0.4 0.063 0.147 

224 ExperimentActivity Spectroscopy 0.735 0.156 0.77 0.143 0.672 

225 Campaign Spectroscopy 0.468 0.09 0.72 0.125 0.437 

226 Correction Spectroscopy 0.201 0.058 0.56 0.084 0.193 

227 Difference Spectroscopy 0.169 0.058 0.522 0.084 0.165 

228 Hypothesis Spectroscopy 0.157 0.066 0.435 0.072 0.155 

229 Publication Spectroscopy 0.001 0.06 0.174 0.05 0 

230 Realization Spectroscopy 0.127 0.051 0.417 0.067 0.125 

231 Sample Spectroscopy 0.134 0.054 0.435 0.072 0.132 

232 Validation Spectroscopy 0.191 0.055 0.539 0.077 0.183 

233 Proof Spectroscopy 0.191 0.055 0.539 0.077 0.183 

234 Observation Spectroscopy 0.296 0.068 0.696 0.125 0.281 

235 HumanActivity ResearchExploration 0.067 0.061 0.471 0.1 0.059 

236 Research ResearchExploration 0.37 0.077 0.762 0.167 0.308 

237 Analysis ResearchExploration 0.359 0.073 0.762 0.167 0.297 

238 Investigation ResearchExploration 0.452 0.084 0.8 0.2 0.327 

239 Monitoring ResearchExploration 0.275 0.061 0.696 0.125 0.26 

240 Project ResearchExploration 0.138 0.05 0.5 0.091 0.123 

241 ProofOfConcept ResearchExploration 0.15 0.056 0.527 0.1 0.135 

242 ResearchSetting ResearchExploration 0.056 0.048 0.422 0.084 0.048 

243 Residual ResearchExploration 0.061 0.054 0.471 0.1 0.053 

244 Result ResearchExploration 0.002 0.061 0.25 0.077 0 

245 Representation ResearchExploration 0.387 0.062 0.843 0.25 0.262 

246 Variable ResearchExploration 0.002 0.045 0.267 0.084 0 

247 Assesment ResearchExploration 0.267 0.063 0.778 0.2 0.204 

248 Evidence ResearchExploration 0.171 0.066 0.556 0.112 0.155 

249 Experiment ResearchExploration 0.153 0.063 0.455 0.077 0.149 

250 ExperimentActivity ResearchExploration 0.316 0.075 0.696 0.125 0.3 

251 Campaign ResearchExploration 0.329 0.074 0.728 0.143 0.297 

252 Correction ResearchExploration 0.211 0.059 0.637 0.112 0.195 

253 Difference ResearchExploration 0.199 0.059 0.6 0.112 0.168 

254 Hypothesis ResearchExploration 0.174 0.067 0.5 0.091 0.158 

255 Publication ResearchExploration 0.195 0.056 0.609 0.1 0.188 

256 Realization ResearchExploration 0.134 0.052 0.477 0.084 0.126 

257 Sample ResearchExploration 0.149 0.055 0.5 0.091 0.134 

258 Validation ResearchExploration 0.193 0.056 0.609 0.1 0.186 

259 Proof ResearchExploration 0.193 0.056 0.609 0.1 0.186 

260 Observation ResearchExploration 0.409 0.069 0.8 0.2 0.284 

261 HumanActivity Engineering 0.067 0.061 0.471 0.1 0.059 
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262 Research Engineering 0.158 0.063 0.477 0.084 0.15 

263 Analysis Engineering 0.152 0.06 0.477 0.084 0.145 

264 Investigation Engineering 0.175 0.068 0.5 0.091 0.159 

265 Monitoring Engineering 0.128 0.052 0.435 0.072 0.126 

266 Project Engineering 0.343 0.061 0.7 0.143 0.28 

267 ProofOfConcept Engineering 0.295 0.065 0.632 0.125 0.264 

268 ResearchSetting Engineering 0.056 0.048 0.422 0.084 0.048 

269 Residual Engineering 0.061 0.054 0.471 0.1 0.053 

270 Result Engineering 0.002 0.061 0.25 0.077 0 

271 Representation Engineering 0.143 0.052 0.527 0.1 0.128 

272 Variable Engineering 0.002 0.045 0.267 0.084 0 

273 Assesment Engineering 0.155 0.058 0.556 0.112 0.139 

274 Evidence Engineering 0.335 0.08 0.667 0.143 0.304 

275 Experiment Engineering 0.3 0.075 0.546 0.091 0.292 

276 ExperimentActivity Engineering 0.148 0.061 0.435 0.072 0.146 

277 Campaign Engineering 0.149 0.061 0.455 0.077 0.145 

278 Correction Engineering 0.137 0.055 0.455 0.077 0.133 

279 Difference Engineering 0.153 0.057 0.5 0.091 0.138 

280 Hypothesis Engineering 0.424 0.088 0.7 0.143 0.361 

281 Publication Engineering 0.211 0.062 0.584 0.091 0.203 

282 Realization Engineering 0.144 0.057 0.455 0.077 0.137 

283 Sample Engineering 0.153 0.061 0.477 0.084 0.145 

284 Validation Engineering 0.128 0.052 0.435 0.072 0.126 

285 Proof Engineering 0.128 0.052 0.435 0.072 0.126 

286 Observation Engineering 0.154 0.058 0.5 0.091 0.139 

287 HumanActivity Imaging 0 0 0.445 0.091 0 

288 Research Imaging 0 0 0.728 0.143 0 

289 Analysis Imaging 0 0 0.728 0.143 0 

290 Investigation Imaging 0 0 0.762 0.167 0 

291 Monitoring Imaging 0 0 0.667 0.112 0 

292 Project Imaging 0 0 0.477 0.084 0 

293 ProofOfConcept Imaging 0 0 0.5 0.091 0 

294 ResearchSetting Imaging 0 0 0.4 0.077 0 

295 Residual Imaging 0 0 0.445 0.091 0 

296 Result Imaging 0 0 0.236 0.072 0 

297 Representation Imaging 0 0 0.9 0.334 0 

298 Variable Imaging 0 0 0.25 0.077 0 

299 Assesment Imaging 0 0 0.737 0.167 0 

300 Evidence Imaging 0 0 0.527 0.1 0 

301 Experiment Imaging 0 0 0.435 0.072 0 

302 ExperimentActivity Imaging 0 0 0.667 0.112 0 

303 Campaign Imaging 0 0 0.696 0.125 0 

304 Correction Imaging 0 0 0.609 0.1 0 

305 Difference Imaging 0 0 0.572 0.1 0 
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306 Hypothesis Imaging 0 0 0.477 0.084 0 

307 Publication Imaging 0 0 0.191 0.056 0 

308 Realization Imaging 0 0 0.455 0.077 0 

309 Sample Imaging 0 0 0.477 0.084 0 

310 Validation Imaging 0 0 0.584 0.091 0 

311 Proof Imaging 0 0 0.584 0.091 0 

312 Observation Imaging 0 0 0.762 0.167 0 

313 HumanActivity Optics 0 0 0.4 0.077 0 

314 Research Optics 0 0 0.417 0.067 0 

315 Analysis Optics 0 0 0.417 0.067 0 

316 Investigation Optics 0 0 0.435 0.072 0 

317 Monitoring Optics 0 0 0.385 0.059 0 

318 Project Optics 0 0 0.609 0.1 0 

319 ProofOfConcept Optics 0 0 0.546 0.091 0 

320 ResearchSetting Optics 0 0 0.364 0.067 0 

321 Residual Optics 0 0 0.4 0.077 0 

322 Result Optics 0 0 0.211 0.063 0 

323 Representation Optics 0 0 0.455 0.077 0 

324 Variable Optics 0 0 0.223 0.067 0 

325 Assesment Optics 0 0 0.477 0.084 0 

326 Evidence Optics 0 0 0.572 0.1 0 

327 Experiment Optics 0 0 0.385 0.059 0 

328 ExperimentActivity Optics 0 0 0.48 0.072 0 

329 Campaign Optics 0 0 0.4 0.063 0 

330 Correction Optics 0 0 0.4 0.063 0 

331 Difference Optics 0 0 0.435 0.072 0 

332 Hypothesis Optics 0 0 0.609 0.1 0 

333 Publication Optics 0 0 0.174 0.05 0 

334 Realization Optics 0 0 0.5 0.077 0 

335 Sample Optics 0 0 0.522 0.084 0 

336 Validation Optics 0 0 0.385 0.059 0 

337 Proof Optics 0 0 0.385 0.059 0 

338 Observation Optics 0 0 0.435 0.072 0 

339 HumanActivity Photography 0.016 0.053 0.334 0.112 0 

340 Research Photography 0.001 0.05 0.25 0.077 0 

341 Analysis Photography 0.001 0.048 0.25 0.077 0 

342 Investigation Photography 0.002 0.053 0.267 0.084 0 

343 Monitoring Photography 0.001 0.043 0.223 0.067 0 

344 Project Photography 0.002 0.042 0.267 0.084 0 

345 ProofOfConcept Photography 0.004 0.045 0.286 0.091 0 

346 ResearchSetting Photography 0.004 0.043 0.286 0.091 0 

347 Residual Photography 0.016 0.048 0.334 0.112 0 

348 Result Photography 0.562 0.1 0.728 0.25 0.437 

349 Representation Photography 0.004 0.043 0.286 0.091 0 
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350 Variable Photography 0.202 0.046 0.6 0.2 0.077 

351 Assesment Photography 0.008 0.047 0.308 0.1 0 

352 Evidence Photography 0.008 0.052 0.308 0.1 0 

353 Experiment Photography 0.001 0.05 0.236 0.072 0 

354 ExperimentActivity Photography 0.001 0.049 0.223 0.067 0 

355 Campaign Photography 0.001 0.049 0.236 0.072 0 

356 Correction Photography 0.001 0.045 0.236 0.072 0 

357 Difference Photography 0.002 0.046 0.267 0.084 0 

358 Hypothesis Photography 0.002 0.053 0.267 0.084 0 

359 Publication Photography 0.106 0.063 0.4 0.1 0.102 

360 Realization Photography 0.001 0.043 0.25 0.077 0 

361 Sample Photography 0.002 0.045 0.267 0.084 0 

362 Validation Photography 0.001 0.043 0.223 0.067 0 

363 Proof Photography 0.001 0.043 0.223 0.067 0 

364 Observation Photography 0 0 0.435 0.072 0 

365 HumanActivity RemoteSensing 0.069 0.063 0.471 0.1 0.061 

366 Research RemoteSensing 0.162 0.065 0.477 0.084 0.155 

367 Analysis RemoteSensing 0.157 0.063 0.477 0.084 0.149 

368 Investigation RemoteSensing 0.18 0.07 0.5 0.091 0.164 

369 Monitoring RemoteSensing 0.132 0.053 0.435 0.072 0.13 

370 Project RemoteSensing 0.277 0.06 0.6 0.112 0.246 

371 ProofOfConcept RemoteSensing 0.302 0.068 0.632 0.125 0.271 

372 ResearchSetting RemoteSensing 0.057 0.05 0.422 0.084 0.049 

373 Residual RemoteSensing 0.062 0.056 0.471 0.1 0.055 

374 Result RemoteSensing 0.002 0.063 0.25 0.077 0 

375 Representation RemoteSensing 0.147 0.054 0.527 0.1 0.131 

376 Variable RemoteSensing 0.002 0.047 0.267 0.084 0 

377 Assesment RemoteSensing 0.159 0.06 0.556 0.112 0.143 

378 Evidence RemoteSensing 0.345 0.083 0.667 0.143 0.314 

379 Experiment RemoteSensing 0.558 0.12 0.637 0.112 0.542 

380 ExperimentActivity RemoteSensing 0.153 0.063 0.435 0.072 0.151 

381 Campaign RemoteSensing 0.153 0.063 0.455 0.077 0.149 

382 Correction RemoteSensing 0.141 0.057 0.455 0.077 0.137 

383 Difference RemoteSensing 0.157 0.059 0.5 0.091 0.142 

384 Hypothesis RemoteSensing 0.002 0.063 0.2 0.059 0 

385 Publication RemoteSensing 0.35 0.086 0.6 0.112 0.319 

386 Realization RemoteSensing 0.489 0.085 0.667 0.125 0.458 

387 Sample RemoteSensing 0.3 0.067 0.6 0.112 0.268 

388 Validation RemoteSensing 0.132 0.053 0.435 0.072 0.13 

389 proof RemoteSensing 0.132 0.053 0.435 0.072 0.13 

390 Observation RemoteSensing 0.158 0.059 0.5 0.091 0.142 

391 HumanActivity Tomography 0 0 0.445 0.091 0 

392 Research Tomography 0 0 0.728 0.143 0 

393 Analysis Tomography 0 0 0.728 0.143 0 
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394 Investigation Tomography 0 0 0.762 0.167 0 

395 Monitoring Tomography 0 0 0.667 0.112 0 

396 Project Tomography 0 0 0.477 0.084 0 

397 ProofOfConcept Tomography 0 0 0.584 0.091 0 

398 ResearchSetting Tomography 0 0 0.4 0.077 0 

399 Residual Tomography 0 0 0.445 0.091 0 

400 Result Tomography 0 0 0.236 0.072 0 

401 Representation Tomography 0 0 0.9 0.334 0 

402 Variable Tomography 0 0 0.25 0.077 0 

403 Assesment Tomography 0 0 0.737 0.167 0 

404 Evidence Tomography 0 0 0.527 0.1 0 

405 Experiment Tomography 0 0 0.435 0.072 0 

406 ExperimentActivity Tomography 0 0 0.667 0.112 0 

407 Campaign Tomography 0 0 0.696 0.125 0 

408 Correction Tomography 0 0 0.609 0.1 0 

409 Difference Tomography 0 0 0.572 0.1 0 

410 Hypothesis Tomography 0 0 0.477 0.084 0 

411 Publication Tomography 0 0 0.191 0.056 0 

412 Realization Tomography 0 0 0.455 0.077 0 

413 Sample Tomography 0 0 0.477 0.084 0 

414 Validation Tomography 0 0 0.584 0.091 0 

415 Proof Tomography 0 0 0.584 0.091 0 

416 Observation Tomography 0 0 0.762 0.167 0 

417 HumanActivity XrayDiffraction 0.004 0.057 0.25 0.077 0 

418 Research XrayDiffraction 0.001 0.054 0.2 0.059 0 

419 Analysis XrayDiffraction 0.001 0.052 0.2 0.059 0 

420 Investigation XrayDiffraction 0.002 0.057 0.211 0.063 0 

421 Monitoring XrayDiffraction 0.001 0.045 0.182 0.053 0 

422 Project XrayDiffraction 0.002 0.044 0.211 0.063 0 

423 ProofOfConcept XrayDiffraction 0.004 0.048 0.223 0.067 0 

424 ResearchSetting XrayDiffraction 0.004 0.046 0.223 0.067 0 

425 Residual XrayDiffraction 0.004 0.051 0.25 0.077 0 

426 Result XrayDiffraction 0.555 0.128 0.667 0.167 0.524 

427 Representation XrayDiffraction 0.004 0.046 0.223 0.067 0 

428 Variable XrayDiffraction 0.09 0.049 0.429 0.112 0.082 

429 Assesment XrayDiffraction 0.004 0.05 0.236 0.072 0 

430 Evidence XrayDiffraction 0.004 0.056 0.236 0.072 0 

431 Experiment XrayDiffraction 0.001 0.053 0.191 0.056 0 

432 ExperimentActivity XrayDiffraction 0.001 0.052 0.182 0.053 0 

433 Campaign XrayDiffraction 0.001 0.052 0.191 0.056 0 

434 Correction XrayDiffraction 0.001 0.048 0.191 0.056 0 

435 Difference XrayDiffraction 0.002 0.049 0.211 0.063 0 

436 Hypothesis XrayDiffraction 0.002 0.057 0.211 0.063 0 

437 Publication XrayDiffraction 0.114 0.068 0.316 0.072 0.11 
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438 Realization XrayDiffraction 0.001 0.045 0.2 0.059 0 

439 Sample XrayDiffraction 0.002 0.048 0.211 0.063 0 

440 Validation XrayDiffraction 0.001 0.045 0.182 0.053 0 

441 Proof XrayDiffraction 0.001 0.045 0.182 0.053 0 

442 Observation XrayDiffraction 0.002 0.05 0.211 0.063 0 
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Appendix III: OWL Ontology on HumanResearch 

 

 >?xml 

version="1.0" 

encoding=" 

UTF-8"?> 

 <!DOCTYPErdf:RDF [ 

 <!ENTITYrepr"http://sweet.jpl.nasa.gov/2.3/repr.owl"> 

 <!ENTITYhuma"http://sweet.jpl.nasa.gov/2.3/human.owl"> 

 <!ENTITYres"http://sweet.jpl.nasa.gov/2.3/humanResearch.o

wl"> 

 <!ENTITYowl"http://www.w3.org/2002/07/owl#"> 

 <!ENTITYrdf"http://www.w3.org/1999/02/22-rdf-syntax-

ns#"> 

 <!ENTITYrdfs"http://www.w3.org/2000/01/rdf-schema#"> 

 <!ENTITYxsd"http://www.w3.org/2001/XMLSchema#"> 

 ]> 

 <rdf:RDFxml:base="&res;" 

 xmlns:res="&res;" 

 xmlns:repr="&repr;" 

 xmlns:huma="&huma;" 

 xmlns:owl="&owl;" 

 xmlns:rdf="&rdf;" 

 xmlns:rdfs="&rdfs;" 

   xmlns:xsd = "&xsd;"> 

 <!-- Ontology Information --> 

 <owl:Ontologyrdf:about="" 

 owl:versionInfo="2.3"> 

 <rdfs:label>SWEET Ontology</rdfs:label> 

 <owl:importsrdf:resource="&huma;"/> 

 <owl:importsrdf:resource="&repr;"/> 

 </owl:Ontology> 

 <!-- Experiment --> 

 <owl:Classrdf:about="#Analysis"> 

 <rdfs:subClassOfrdf:resource="#Research"/> 

 </owl:Class> 

 <owl:Classrdf:about="#AppliedResearch"> 

 <rdfs:subClassOfrdf:resource="#Research"/> 

 </owl:Class> 

 <owl:Classrdf:about="#Assessment"> 

 <rdfs:subClassOfrdf:resource="#Investigation"/> 

 </owl:Class> 

 <owl:Classrdf:about="#Campaign"> 

 <rdfs:subClassOfrdf:resource="#ExperimentActivity"/> 

 </owl:Class> 

 <owl:Classrdf:about="#Correction"> 

 <rdfs:subClassOfrdf:resource="#ExperimentActivity"/> 

 </owl:Class> 

 <owl:Classrdf:about="#Difference"> 

 <rdfs:subClassOfrdf:resource="#ExperimentActivity"/> 
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 </owl:Class> 

 <owl:Classrdf:about="#Evidence"> 

 <rdfs:subClassOfrdf:resource="#Assessment"/> 

 </owl:Class> 

 <owl:Classrdf:about="#Experiment"> 

 <rdfs:subClassOfrdf:resource="#Investigation"/> 

 </owl:Class> 

 <owl:Classrdf:about="#ExperimentActivity"> 

 <rdfs:subClassOfrdf:resource="#Experiment"/> 

 </owl:Class> 

 <owl:Classrdf:about="#HypothesisTest"> 

 <rdfs:subClassOfrdf:resource="#ExperimentActivity"/> 

 </owl:Class> 

 <owl:Classrdf:about="#Investigation"> 

 <rdfs:subClassOfrdf:resource="#Research"/> 

 <owl:equivalentClassrdf:resource="#Investigate"/> 

 </owl:Class> 

 <owl:Classrdf:about="#Investigate"/> 

 <owl:Classrdf:about="#Monitor"> 

 <rdfs:subClassOfrdf:resource="#Research"/> 

 <owl:equivalentClassrdf:resource="#Monitoring"/> 

 </owl:Class> 

 <owl:Classrdf:about="#Monitoring"/> 

 <owl:Classrdf:about="#Observation"> 

 <rdfs:subClassOfrdf:resource="#Investigation"/> 

 <owl:equivalentClassrdf:resource="#Observe"/> 

 </owl:Class> 

 <owl:Classrdf:about="#Observe"/> 

 <owl:Classrdf:about="#Project"> 

 <rdfs:subClassOfrdf:resource="#Research"/> 

 </owl:Class> 

 <owl:Classrdf:about="#Proof"> 

 <rdfs:subClassOfrdf:resource="#Validation"/> 

 </owl:Class> 

 <owl:Classrdf:about="#Publication"> 

 <rdfs:subClassOfrdf:resource="#Research"/> 

 </owl:Class> 

 <owl:Classrdf:about="#Realization"> 

 <rdfs:subClassOfrdf:resource="#ExperimentActivity"/> 

 </owl:Class> 

 <owl:Classrdf:about="#Research"> 

 <rdfs:subClassOfrdf:resource="&huma;#HumanActivity"/> 

 </owl:Class> 

 <owl:Classrdf:about="#Residual"> 

 <rdfs:subClassOfrdf:resource="#Research"/> 

 </owl:Class> 

 <owl:Classrdf:about="#Result"> 

 <rdfs:subClassOfrdf:resource="#Research"/> 

 </owl:Class> 

 <owl:Classrdf:about="#Sample"> 
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 <rdfs:subClassOfrdf:resource="#ExperimentActivity"/> 

 </owl:Class> 

 <owl:Classrdf:about="#Validation"> 

 <rdfs:subClassOfrdf:resource="#ExperimentActivity"/> 

 </owl:Class> 

 <owl:Classrdf:about="#Variable"> 

 <rdfs:subClassOfrdf:resource="&repr;#Representation"/> 

 </owl:Class> 

 <owl:Classrdf:about="#WeightOfEvidence"> 

 <rdfs:subClassOfrdf:resource="#Assessment"/> 

 </owl:Class> 

 <!-- Research environments --> 

 <owl:Classrdf:about="#ResearchSetting"> 

 <rdfs:subClassOfrdf:resource="#Research"/> 

 </owl:Class> 

 <owl:Classrdf:about="#ProofOfConcept"> 

 <rdfs:subClassOfrdf:resource="#Proof"/> 

 <rdfs:subClassOfrdf:resource="#Research"/> 

 </owl:Class> 

 <owl:Classrdf:about="#EndToEndEnvironment"> 

 <rdfs:subClassOfrdf:resource="#ResearchSetting"/> 

 <owl:disjointWithrdf:resource="#LaboratoryEnvironment" /> 

 </owl:Class> 

 <owl:Classrdf:about="#LaboratoryEnvironment"> 

 <rdfs:subClassOfrdf:resource="#ResearchSetting"/> 

 </owl:Class> 

 <owl:Classrdf:about="#MissionTestedEnvironment"> 

 <rdfs:subClassOfrdf:resource="#ResearchSetting"/> 

 <owl:disjointWithrdf:resource="#LaboratoryEnvironment" /> 

 </owl:Class> 

 <owl:Classrdf:about="#OperationalEnvironment"> 

 <rdfs:subClassOfrdf:resource="#ResearchSetting"/> 

 <owl:disjointWithrdf:resource="#LaboratoryEnvironment" /> 

 </owl:Class> 

 <owl:Classrdf:about="#RepresentativeEnvironment"> 

 <rdfs:subClassOfrdf:resource="#ResearchSetting"/> 

 <owl:disjointWithrdf:resource="#LaboratoryEnvironment" /> 

 </owl:Class> 

 <owl:Classrdf:about="#VerifiedValidatedEnvironment"> 

 <rdfs:subClassOfrdf:resource="#ResearchSetting"/> 

 <owl:disjointWithrdf:resource="#LaboratoryEnvironment" /> 

 </owl:Class> 

 </rdf:RDF> 
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Appendix IV: OWL Ontology on SciMethodology 

>?xml 

version="1.0" 

encoding=" 

UTF-8"?> 

 <!DOCTYPErdf:RDF [ 

 <!ENTITYres"http://sweet.jpl.nasa.gov/2.3/humanResearch.owl"> 

 <!ENTITYmeth"http://sweet.jpl.nasa.gov/2.3/reprSciMethodology.owl#"> 

 <!ENTITYowl"http://www.w3.org/2002/07/owl#"> 

 <!ENTITYrdf"http://www.w3.org/1999/02/22-rdf-syntax-ns#"> 

 <!ENTITYrdfs"http://www.w3.org/2000/01/rdf-schema#"> 

 <!ENTITYxsd"http://www.w3.org/2001/XMLSchema#"> 

 ]> 

 <rdf:RDFxml:base="&meth;" 

 xmlns:res="&res;" 

 xmlns:meth="&meth;" 

 xmlns:owl="&owl;" 

 xmlns:rdf="&rdf;" 

 xmlns:rdfs="&rdfs;" 

   xmlns:xsd = "&xsd;"> 

 <!-- Ontology Information --> 

 <owl:Ontologyrdf:about="" 

 owl:versionInfo="2.3"> 

 <rdfs:label>SWEET Ontology</rdfs:label> 

 <owl:importsrdf:resource="&res;"/> 

 </owl:Ontology> 

 <owl:Classrdf:about="#ResearchExploration"> 

 <rdfs:subClassOfrdf:resource="&res;#Research"/> 

 </owl:Class> 

 <owl:Classrdf:about="#Altimetry"> 

 <rdfs:subClassOfrdf:resource="#Methodology" /> 

 </owl:Class> 

 <owl:Classrdf:about="#CarbonDating"> 

 <rdfs:subClassOfrdf:resource="#Methodology" /> 

 </owl:Class> 

 <owl:Classrdf:about="#Interferometry"> 

 <rdfs:subClassOfrdf:resource="#Methodology" /> 

 </owl:Class> 

 <owl:Classrdf:about="#IsotopeAnalysis"> 

 <rdfs:subClassOfrdf:resource="#Methodology" /> 

 </owl:Class> 

 <owl:Classrdf:about="#Methodology"> 

 <rdfs:subClassOfrdf:resource="&res;#ExperimentActivity" /> 

 </owl:Class> 

 <owl:Classrdf:about="#Photometry"> 

 <rdfs:subClassOfrdf:resource="#Methodology" /> 

 </owl:Class> 

 <owl:Classrdf:about="#Polarimetry"> 

 <rdfs:subClassOfrdf:resource="#Methodology" /> 

 </owl:Class> 
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 <owl:Classrdf:about="#RadioactiveDating"> 

 <rdfs:subClassOfrdf:resource="#Methodology" /> 

 </owl:Class> 

 <owl:Classrdf:about="#Spectroscopy"> 

 <rdfs:subClassOfrdf:resource="#Methodology" /> 

 </owl:Class> 

 <owl:Classrdf:about="#RetrievalApproach"> 

 <rdfs:subClassOfrdf:resource="#ResearchExploration"/> 

 </owl:Class> 

 <owl:Classrdf:about="#Imaging"> 

 <rdfs:subClassOfrdf:resource="#ResearchExploration"/> 

 </owl:Class> 

 <owl:Classrdf:about="#Photography"> 

 <rdfs:subClassOfrdf:resource="#ResearchExploration"/> 

 </owl:Class> 

 <owl:Classrdf:about="#AerialPhotography"> 

 <rdfs:subClassOfrdf:resource="#Photography"/> 

 </owl:Class> 

 <owl:Classrdf:about="#RemoteSensing"> 

 <rdfs:subClassOfrdf:resource="#ResearchExploration"/> 

 </owl:Class> 

 <owl:Classrdf:about="#Tomography"> 

 <rdfs:subClassOfrdf:resource="#ResearchExploration"/> 

 </owl:Class> 

 <owl:Classrdf:about="#XRayDiffraction"> 

 <rdfs:subClassOfrdf:resource="#ResearchExploration"/> 

 </owl:Class> 

 <owl:Classrdf:about="#Optics"> 

 <rdfs:subClassOfrdf:resource="#ResearchExploration"/> 

 <rdfs:comment>Optics is a branch of physics that describes the behavior and properties 

of light and the interaction of light with matter. Optics explains optical 

phenomena</rdfs:comment> 

 </owl:Class> 

 <owl:Classrdf:about="#Engineering"> 

 <rdfs:subClassOfrdf:resource="#ResearchExploration"/> 

 </owl:Class> 

 <meth:RetrievalApproachrdf:about="#Passive"> 

 </meth:RetrievalApproach> 

 <meth:RetrievalApproachrdf:about="#Active"> 

 </meth:RetrievalApproach> 

 </rdf:RDF> 
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Appendix V: Java Implementation of STC with CARROT2  

  

package com.adebisi.carrot2; 

import java.util.HashMap; 

import java.util.Map; 

import java.util.Scanner; 

import org.carrot2.clustering.stc.STCClusteringAlgorithm; 

import org.carrot2.core.Controller; 

import org.carrot2.core.ControllerFactory; 

import org.carrot2.core.ProcessingResult; 

import org.carrot2.source.google.GoogleDocumentSource; 

import org.carrot2.source.google.GoogleDocumentSourceDescriptor; 

import com.adebisi.carrot2.config.GoogleConfig; 

import com.adebisi.carrot2.formatting.ConsoleFormatter; 

public class Carrot2 { 

 static Scanner scanner = null; 

  

 static  

 { 

  scanner = new Scanner(System.in); 

 } 

  

 public static void main(String[] args)  

 { 

  System.out.print("Enter the search query: "); 

  String search_term = scanner.nextLine(); 

  final Controller controller = ControllerFactory.createSimple(); 

  final Map<String, Object> attributes = new HashMap<String, 

Object>(); 

   

  attributes.put(GoogleDocumentSourceDescriptor.Keys.QUERY, 

search_term); 

  attributes.put(GoogleDocumentSourceDescriptor.Keys.RESULTS, 

GoogleConfig.RESULTS_MAX_NUM); 

  attributes.put(GoogleDocumentSourceDescriptor.Keys.START, 0); 

  GoogleDocumentSourceDescriptor.attributeBuilder(attributes); 

   

  //final ProcessingResult result_byfield = controller.process(attributes, 

GoogleDocumentSource.class, ByFieldClusteringAlgorithm.class); 

  //final ProcessingResult result_lingo = controller.process(attributes, 

GoogleDocumentSource.class, LingoClusteringAlgorithm.class); 

  final ProcessingResult result_stc = controller.process(attributes, 

GoogleDocumentSource.class, STCClusteringAlgorithm.class); 
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//  final ProcessingResult results_kmeans = controller.process(attributes, 

GoogleDocumentSource.class, BisectingKMeansClusteringAlgorithm.class); 

   

  //ConsoleFormatter.displayResults(result_byfield); 

        //ConsoleFormatter.displayResults(result_lingo); 

          ConsoleFormatter.displayResults(result_stc); 

//        ConsoleFormatter.displayResults(results_kmeans); 

         

  cleanUp(); 

 } 

  

 public static void cleanUp() 

 { 

  scanner.close(); 

 } 

} 

 

/* 

  

 

package com.adebisi.carrot2.formatting; 

 

import java.text.NumberFormat; 

import java.util.Collection; 

import java.util.Map; 

 

import org.apache.commons.lang.StringUtils; 

import org.carrot2.core.Cluster; 

import org.carrot2.core.Document; 

import org.carrot2.core.ProcessingResult; 

import org.carrot2.core.attribute.CommonAttributesDescriptor; 

 

/** 

 * Simple console formatter for dumping {@link ProcessingResult}. 

 */ 

public class ConsoleFormatter 

{ 

    public static void displayResults(ProcessingResult processingResult) 

    { 

        final Collection<Document> documents = processingResult.getDocuments(); 

        final Collection<Cluster> clusters = processingResult.getClusters(); 

        final Map<String, Object> attributes = processingResult.getAttributes(); 

 

        // Show documents 

        if (documents != null) 

        { 

            //displayDocuments(documents); 

        } 

 

        // Show clusters 
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        if (clusters != null) 

        { 

            displayClusters(clusters); 

        } 

 

        // Show attributes other attributes 

        displayAttributes(attributes); 

    } 

 

    public static void displayDocuments(final Collection<Document> documents) 

    { 

        System.out.println("Collected " + documents.size() + " documents\n"); 

        for (final Document document : documents) 

        { 

            displayDocument(0, document); 

        } 

    } 

 

    public static void displayAttributes(final Map<String, Object> attributes) 

    { 

        System.out.println("Attributes:"); 

 

        String DOCUMENTS_ATTRIBUTE = 

CommonAttributesDescriptor.Keys.DOCUMENTS; 

        String CLUSTERS_ATTRIBUTE = 

CommonAttributesDescriptor.Keys.CLUSTERS; 

        for (final Map.Entry<String, Object> attribute : attributes.entrySet()) 

        { 

            if (!DOCUMENTS_ATTRIBUTE.equals(attribute.getKey()) 

                && !CLUSTERS_ATTRIBUTE.equals(attribute.getKey())) 

            { 

                System.out.println(attribute.getKey() + ":   " + attribute.getValue()); 

            } 

        } 

    } 

 

    public static void displayClusters(final Collection<Cluster> clusters) 

    { 

        displayClusters(clusters, Integer.MAX_VALUE); 

    } 

 

    public static void displayClusters(final Collection<Cluster> clusters, 

        int maxNumberOfDocumentsToShow) 

    { 

        displayClusters(clusters, maxNumberOfDocumentsToShow, 

            ClusterDetailsFormatter.INSTANCE); 

    } 

 

    public static void displayClusters(final Collection<Cluster> clusters, 



UNIV
ERSITY

 O
F I

BADAN LI
BRARY

202 
 

        int maxNumberOfDocumentsToShow, ClusterDetailsFormatter 

clusterDetailsFormatter) 

    { 

        System.out.println("\n\nCreated " + clusters.size() + " clusters\n"); 

        int clusterNumber = 1; 

        for (final Cluster cluster : clusters) 

        { 

            displayCluster(0, "" + clusterNumber++, cluster, 

maxNumberOfDocumentsToShow, 

                clusterDetailsFormatter); 

        } 

    } 

 

    private static void displayDocument(final int level, Document document) 

    { 

        final String indent = getIndent(level); 

 

        System.out.printf(indent + "[%2s] ", document.getStringId()); 

        System.out.println(document.getField(Document.TITLE)); 

        final String url = document.getField(Document.CONTENT_URL); 

        final String summary = document.getField(Document.SUMMARY); 

        if (StringUtils.isNotBlank(url)) 

        { 

            System.out.println(indent + "     " + url); 

        } 

        if (StringUtils.isNotBlank(summary)) 

        { 

         System.out.println(indent + "     " + summary); 

        } 

        System.out.println(); 

    } 

 

    private static void displayCluster(final int level, String tag, Cluster cluster, 

        int maxNumberOfDocumentsToShow, ClusterDetailsFormatter 

clusterDetailsFormatter) 

    { 

        final String label = cluster.getLabel(); 

 

        // indent up to level and display this cluster's description phrase 

        for (int i = 0; i < level; i++) 

        { 

            System.out.print("  "); 

        } 

        System.out.println(label + "  " 

            + clusterDetailsFormatter.formatClusterDetails(cluster)); 

 

        // if this cluster has documents, display three topmost documents. 

        int documentsShown = 0; 

        for (final Document document : cluster.getDocuments()) 

        { 
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            if (documentsShown >= maxNumberOfDocumentsToShow) 

            { 

                break; 

            } 

            displayDocument(level + 1, document); 

            documentsShown++; 

        } 

        if (maxNumberOfDocumentsToShow > 0 

            && (cluster.getDocuments().size() > documentsShown)) 

        { 

            System.out.println(getIndent(level + 1) + "... and " 

                + (cluster.getDocuments().size() - documentsShown) + " more\n"); 

        } 

 

        // finally, if this cluster has subclusters, descend into recursion. 

        final int num = 1; 

        for (final Cluster subcluster : cluster.getSubclusters()) 

        { 

            displayCluster(level + 1, tag + "." + num, subcluster, 

                maxNumberOfDocumentsToShow, clusterDetailsFormatter); 

        } 

    } 

 

    private static String getIndent(final int level) 

    { 

        final StringBuilder indent = new StringBuilder(); 

        for (int i = 0; i < level; i++) 

        { 

            indent.append("  "); 

        } 

 

        return indent.toString(); 

    } 

 

    public static class ClusterDetailsFormatter 

    { 

        public final static ClusterDetailsFormatter INSTANCE = new 

ClusterDetailsFormatter(); 

 

        protected NumberFormat numberFormat; 

 

        public ClusterDetailsFormatter() 

        { 

            numberFormat = NumberFormat.getInstance(); 

            numberFormat.setMaximumFractionDigits(2); 

        } 

 

        public String formatClusterDetails(Cluster cluster) 

        { 

            final Double score = cluster.getScore(); 
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            return "(" + cluster.getAllDocuments().size() + " docs" 

                + (score != null ? ", score: " + numberFormat.format(score) : "") + ")"; 

        } 

    } 

} 

 

package com.adebisi.carrot2.config; 

 

public class GoogleConfig { 

  

 public static String API_KEY = ""; 

  

 public static int RESULTS_MAX_NUM = 100;  

} 
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Appendix VI: Python Implementation of Feature Extraction in MDSs 

# -*- coding: cp1252 -*- 

#import csv 

#!/usr/bin/env python 

# -*- coding: cp1252 -*- 

from __future__ import print_function 

from sklearn.feature_extraction.text import TfidfVectorizer 

from sklearn.metrics.pairwise import cosine_similarity 

from sklearn.metrics.pairwise import linear_kernel 

from sklearn.metrics.pairwise import rbf_kernel 

from sklearn.metrics.pairwise import euclidean_distances 

from sklearn.feature_extraction.stop_words import ENGLISH_STOP_WORDS 

import nltk 

from nltk.stem import WordNetLemmatizer 

from nltk.corpus import wordnet 

from pprint import pprint 

import csv 

documents = ( 

""" 

DA1 

""", 

""" 

DA2 

""", 

 """ 

 DA3 

""", 

""" 

DA4 

""", 

""" 

DB1 

 ... 

""", 

""" 

DB2 

""", 

""" 

DB3 

""", 

""" 

DB4 

""", 

) 

wnl = WordNetLemmatizer() 

filtered_documents = [] 

stop_words_count = [] 

# the number of stop words in the documents 

for document in documents: 

    document_tokens = nltk.word_tokenize(document) 
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    #extracts the tokens from the document 

    print(' '.join(document_tokens)) 

    stop_words = [token.lower() for token in document_tokens if token.lower() 

in ENGLISH_STOP_WORDS] 

    # we get the actual stop words found -- temporarily -- we only need it for counting 

    stop_words_count.append(len(stop_words)) 

    # we add the count [or number] of stop words for the document 

    filtered_tokens = [token.lower() for token in document_tokens if token.lower() not 

in ENGLISH_STOP_WORDS] 

    # we strip off the stop words as usual 

    print(' '.join(filtered_tokens)) 

    print('') 

    print('STOP WORD COUNT: #', len(stop_words)) 

    print('') 

    lemmalized = [] 

    for token in filtered_tokens: 

        if token.isalpha(): 

            token_as_verb = wnl.lemmatize(token.lower(), pos=wordnet.VERB) 

            lemmalized.append(wnl.lemmatize(token_as_verb.lower())) 

    print(' '.join(lemmalized)) 

    print('') 

    filtered_documents.append(' '.join(lemmalized)) 

print('*'*8,'FILTERED DOCUMENTS','*'*8) 

pprint(filtered_documents) 

print('') 

 

tfidf_vectorizer = TfidfVectorizer() 

tfidf_matrix, tfidfext_matrix = 

tfidf_vectorizer.fit_transform(tuple(filtered_documents)) 

feature_names = tfidf_vectorizer.get_feature_names() 

#get the feature names from the vectorizer 

 

print('*'*8,'FEATURE NAMES','*'*8) 

print(feature_names) 

print('') 

 

print('*'*8,'MATRIX ALL VALUES','*'*8) 

print(tfidf_matrix) 

print('') 

 

print('*'*8,'FEATURE INDEXES','*'*8) 

for index in range(0, len(feature_names)): 

    print('{0}: {1}'.format(index, feature_names[index])) 

print('') 

 

print('*'*8,'TFIDF SCORES: DEFAULT FORMULA','*'*8) 

print('') 

t_rows, t_cols = tfidf_matrix.shape 

print('(x,y)', end='\t') 

for index in range(0, len(feature_names)): 
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    print('{0:^5d}'.format(index), end='\t') 

print('') 

for row in range(0, t_rows): 

    print('{:^5d}'.format(row), end='\t') 

    for column in range(0, t_cols): 

        t_val = tfidf_matrix[row, column] 

        print('{:^7.4f}'.format(t_val), end='\t') 

    print('') 

print('') 

 

print('*'*8,'TFIDF SCORES: EXTENDED FORMULA','*'*8) 

print('') 

t_rows, t_cols = tfidfext_matrix.shape 

print('') 

print('(x,y)', end='\t') 

for index in range(0, len(feature_names)): 

    print('{0:^5d}'.format(index), end='\t') 

print('') 

for row in range(0, t_rows): 

    print('{:^5d}'.format(row), end='\t') 

    for column in range(0, t_cols): 

        t_val = tfidfext_matrix[row, column] 

        print('{:^7.4f}'.format(t_val), end='\t') 

    print('') 

print('') 

 

print('*'*8,'COSINE SIMILARITY -- USING DEFAULT TFIDF MATRIX','*'*8) 

row1 = list() 

for row in tfidf_matrix: 

    c_sim = cosine_similarity(row, tfidf_matrix) 

    print(c_sim) 

     

    row1.append(c_sim) 

     

print('') 

 

print('*'*8,'COSINE SIMILARITY -- USING EXTENDED TFIDF MATRIX','*'*8) 

row2 = list() 

for row in tfidfext_matrix: 

    c_sim = cosine_similarity(row, tfidfext_matrix) 

    print(c_sim) 

 

    row2.append(c_sim) 

 

print('') 

 

print('*'*8,'LINEAR KERNEL DISTANCE SIMILARITY -- USING DEFAULT 

TFIDF MATRIX','*'*8) 

row3 = list() 

for row in tfidf_matrix: 
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    c_sim = linear_kernel(row, tfidf_matrix) 

    print(c_sim) 

    row3.append(c_sim) 

 

print('') 

 

print('*'*8,'LINEAR KERNEL DISTANCE SIMILARITY -- USING EXTENDED 

TFIDF MATRIX','*'*8) 

row4 = list() 

for row in tfidfext_matrix: 

    c_sim = linear_kernel(row, tfidfext_matrix) 

    print(c_sim) 

    row4.append(c_sim) 

     

print('') 

 

print('*'*8,'RBF (GAUSSIAN) KERNEL DISTANCE SIMILARITY -- USING 

DEFAULT TFIDF MATRIX','*'*8) 

row5 = list() 

for row in tfidf_matrix: 

    c_sim = rbf_kernel(row, tfidf_matrix) 

    print(c_sim) 

    row5.append(c_sim) 

print('') 

 

print('*'*8,'RBF (GAUSSIAN) KERNEL DISTANCE SIMILARITY -- USING 

EXTENDED TFIDF MATRIX','*'*8) 

row6 = list() 

for row in tfidfext_matrix: 

    c_sim = rbf_kernel(row, tfidfext_matrix) 

    print(c_sim) 

    row6.append(c_sim) 

print('') 

 

print('*'*8,'EUCLIDEAN DISTANCE SIMILARITY -- USING DEFAULT TFIDF 

MATRIX','*'*8) 

row7 = list() 

for row in tfidf_matrix: 

    c_sim = euclidean_distances(row, tfidf_matrix) 

    print(c_sim) 

    row7.append(c_sim) 

print('') 

 

print('*'*8,'EUCLIDEAN DISTANCE SIMILARITY -- USING EXTENDED TFIDF 

MATRIX','*'*8) 

row8 = list() 

for row in tfidfext_matrix: 

    c_sim = euclidean_distances(row, tfidfext_matrix) 

    print(c_sim) 

    row8.append(c_sim) 
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print('') 

fd = open('result.csv', 'wb') 

try: 

    writer = csv.writer(fd,dialect='excel',quotechar='"',quoting=csv.QUOTE_ALL) 

    rowHeader = 

[['d1_d1','d1_d2','d1_d3','d1_d4','d1_d5','d1_d6','d1_d7','d1_d8','d2_d1','d2_d2','d2_d3',

'd2_d4','d2_d5','d2_d6','d2_d7','d2_d8','d3_d1','d3_d2','d3_d3','d3_d4','d3_d5','d3_d6','d

3_d7','d3_d8','d4_d1','d4_d2','d4_d3','d4_d4','d4_d5','d4_d6','d4_d7','d4_d8','d5_d1','d5

_d2','d5_d3','d5_d4','d5_d5','d5_d6','d5_d7','d5_d8','d6_d1','d6_d2','d6_d3','d6_d4','d6_

d5','d6_d6','d6_d7','d7_d8','d7_d1','d7_d2','d7_d3','d7_d4','d7_d5','d7_d6','d7_d7','d7_d

8','d8_d1','d8_d2','d8_d3','d8_d4','d8_d5','d8_d6','d8_d7','d8_d8']] 

    writer.writerows(rowHeader) 

         writer.writerows(["Cosine"])   

    #writer.writerows(row1) 

    #First Cosine Generator 

    ls_row1 = []   

    for r1 in row1: 

        data1 = [] 

        for mydata1 in r1: 

            #data1.append(mydata1) 

            for simpledata in mydata1: 

                ls_row1.append(simpledata) 

                #print(simpledata) 

    #print(len(ls_row1)) 

    writer.writerows([ls_row1])    

    #writer.writerows(ls_row1) 

    #End Cosine Generator 

    writer.writerows(["CW-Cosine "])   

    #Second Cosine Generator 

    ls_row2 = [] 

    for r2 in row2: 

        data2 = [] 

        for mydata2 in r2: 

            #data1.append(mydata1) 

            for simpledata2 in mydata2: 

                ls_row2.append(simpledata2) 

    writer.writerows([ls_row2]) 

    #End Cosine Generator 

    writer.writerows(["LINEAR KERNEL"])   

    #LINEAR Line Generator 

    ls_row3 = [] 

    for r3 in row3: 

        data3 = [] 

        for mydata3 in r3: 

            #data1.append(mydata1) 

            for simpledata3 in mydata3: 

                ls_row3.append(simpledata3) 

    writer.writerows([ls_row3]) 

    #End LINEAR Generator 

    writer.writerows(["CW-LINEAR KERNEL"]) 
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          #LINEAR Line Generator 

    ls_row4 = [] 

    for r4 in row4: 

        data4 = [] 

        for mydata4 in r4: 

            #data1.append(mydata1) 

            for simpledata4 in mydata4: 

                ls_row4.append(simpledata4) 

    writer.writerows([ls_row4]) 

    #End LINEAR Generator 

    writer.writerows(["RBF"]) 

        #RBF Line Generator 

    ls_row5 = [] 

    for r5 in row5: 

        data5 = [] 

        for mydata5 in r5: 

            #data1.append(mydata1) 

            for simpledata5 in mydata5: 

                ls_row5.append(simpledata5) 

    writer.writerows([ls_row5]) 

    #End RBF Generator 

    writer.writerows(["CW-RBF"]) 

         #CoRBF Line Generator 

    ls_row6 = [] 

    for r6 in row6: 

        data6 = [] 

        for mydata6 in r6: 

            #data1.append(mydata1) 

            for simpledata6 in mydata6: 

                ls_row6.append(simpledata6) 

    writer.writerows([ls_row6]) 

    #End RBF Generator 

    writer.writerows(["EUCLIDEAN"]) 

         #EUCLIDEAN  Line Generator 

    ls_row7 = [] 

    for r7 in row7: 

        data7 = [] 

        for mydata7 in r7: 

            #data1.append(mydata1) 

            for simpledata7 in mydata7: 

                ls_row7.append(simpledata7) 

    writer.writerows([ls_row7]) 

    #End EUCLIDEAN Generator 

    writer.writerows(["CW-EUCLIDEAN"]) 

        #CW-EUCLIDEAN Line Generator 

    ls_row8 = [] 

    for r8 in row8: 

        data8 = [] 

        for mydata8 in r8: 

            #data1.append(mydata1) 
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            for simpledata8 in mydata8: 

                ls_row8.append(simpledata8) 

    writer.writerows([ls_row8]) 

    #End EUCLIDEAN Generator  

   finally: 

    fd.close() 

print("Excel / CSV File Generated for this Operation") 

raw_input('Press Enter to exit...') 
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Appendix VII: Java Implementation of WordNetSimilarity  

 

package com.adebisi.wordnetsimilarity; 

import java.util.Scanner; 

import java.util.Set; 

import com.adebisi.wordnetsimilarity.impl.Lipa; 

import edu.cmu.lti.jawjaw.pobj.POS; 

import edu.cmu.lti.lexical_db.ILexicalDatabase; 

import edu.cmu.lti.lexical_db.NictWordNet; 

import edu.cmu.lti.lexical_db.data.Concept; 

import edu.cmu.lti.ws4j.RelatednessCalculator; 

import edu.cmu.lti.ws4j.WS4J; 

import edu.cmu.lti.ws4j.impl.HirstStOnge; 

import edu.cmu.lti.ws4j.impl.JiangConrath; 

import edu.cmu.lti.ws4j.impl.LeacockChodorow; 

import edu.cmu.lti.ws4j.impl.Lin; 

import edu.cmu.lti.ws4j.impl.Path; 

import edu.cmu.lti.ws4j.impl.Resnik; 

import edu.cmu.lti.ws4j.impl.WuPalmer; 

import edu.cmu.lti.ws4j.util.WS4JConfiguration; 

 

public class Application { 

 

 private Concept concept1; 

 private Concept concept2; 

  

 private ILexicalDatabase db = new NictWordNet(); 

 private RelatednessCalculator[] measures = { 

   new HirstStOnge(db),  

   new LeacockChodorow(db),  

   new Resnik(db),  

   new JiangConrath(db),  

   new Lin(db),  

   new Path(db),  

   new WuPalmer(db), 

   new Lipa(db) 

 }; 

  

 public static void main(String[] args) { 

  Application app = new Application(); 

  app.run();   

 } 

  

 public Application() { 

   

 } 

  

 public void run() { 

  Scanner input = new Scanner(System.in); 

  this.printWelcome(); 
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  this.concept1 = this.readTerm(input, "Please enter the first word:"); 

  Console.inform("Your word 1 is: "+this.concept1.getSynset()); 

  this.concept2 = this.readTerm(input, "Please enter the second word:"); 

  Console.inform("Your word 2 is: "+this.concept2.getSynset()); 

  // this.getConceptSimilarities(this.concept1, this.concept2); 

  this.getWordSimilarities(this.concept1.getSynset(), 

this.concept2.getSynset()); 

 } 

  

 /** 

  *  

  * @param word1 

  * @param word2 

  */ 

 public void getWordSimilarities(String word1, String word2) { 

  WS4JConfiguration.getInstance().setMFS(true); 

  for (RelatednessCalculator rc : this.measures) { 

   try { 

    double score = rc.calcRelatednessOfWords(word1, 

word2); 

    Console.inform(rc.getClass().getSimpleName()+" => 

"+score); 

   } catch (NullPointerException e) { 

    Console.inform("Error: "+e.getMessage()); 

   }    

  } 

 } 

  

 /** 

  * Displays the similarity scores between the provided concepts 

  *  

  * @param concept1 

  * @param concept2 

  */ 

 public void getConceptSimilarities(Concept concept1, Concept concept2) { 

  WS4JConfiguration.getInstance().setMFS(true); 

  for (RelatednessCalculator rc : this.measures) { 

   try { 

    double score = rc.calcRelatednessOfSynset(concept1, 

concept2).getScore(); 

    Console.inform(rc.getClass().getSimpleName()+" => 

"+score); 

   } catch (NullPointerException e) { 

    Console.inform("Error: "+e.getMessage()); 

   }    

  } 

 } 

  

 /** 

  * Prints the welcome message to the console 
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  */ 

 private void printWelcome() { 

  System.out.println("Welcome to WordnetSimilarity app built in Java"); 

  System.out.println("you will be guided through the process of entering 

your terms."); 

  System.out.println(" "); 

 } 

  

 /** 

  * Performs the process of taking a word 

  *  

  * @param in 

  * @param message 

  * @return 

  */ 

 private Concept readTerm(Scanner in, String message) { 

  String word = this.readTerm(in, message, false);   

  return new Concept(word, POS.n); 

 } 

  

 /** 

  * Performs the process of taking a word and drilling down to a specific 

definition, if required 

  *  

  * @param in 

  * @param message 

  * @param showDefinitions 

  * @return 

  */ 

 private String readTerm(Scanner in, String message, boolean showDefinitions) 

{ 

  String word = Console.ask(in, message, true); 

  String definition = ""; 

  if (showDefinitions) { 

   Set<String> definitions = WS4J.findDefinitions(word, POS.n); 

   Console.inform("Which of these definitions describes the word 

you're interested in (enter the number)?"); 

   Console.list(definitions); 

   definition = Console.ask(in, ">", true); 

  } 

  return !showDefinitions ? word : word+"#n#"+definition; 

 } 

} 

package com.adebisi.wordnetsimilarity; 

 

import java.util.Scanner; 

import java.util.Set; 

 

public class Console { 

 /** 
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  * Requests input from the user on the console 

  *  

  * @param in 

  * @return 

  */ 

 public static String ask(Scanner in) { 

  return ask(in, "> "); 

 } 

  

 /** 

  * Requests input from the user on the console with the specified message 

  *  

  * @param in 

  * @param message 

  * @return 

  */ 

 public static String ask(Scanner in, String message) { 

  return ask(in, message, false); 

 } 

  

 /** 

  *  

  * @param in 

  * @param message 

  * @param onOneLine 

  * @return 

  */ 

 public static String ask(Scanner in, String message, boolean onOneLine) { 

  inform(message, !onOneLine); 

  return in.next(); 

 } 

  

 /** 

  * Prints a message to the console 

  *  

  * @param message 

  */ 

 public static void inform(String message) { 

  System.out.println(message); 

 } 

  

 /** 

  *  

  * @param message 

  * @param useNewLine 

  */ 

 public static void inform(String message, boolean useNewLine) { 

  if (useNewLine) { 

   System.out.println(message); 

  } else { 
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   System.out.print(message+" "); 

  } 

 } 

  

 /** 

  * Displays a list of items on the console 

  *  

  * @param strings 

  */ 

 public static void list(Set<String> strings) { 

  int s = strings.size(); 

  String[] stringList = new String[s]; 

  strings.toArray(stringList); 

  int optionNumber = 1; 

  for (int i = 0; i < s; i++) { 

   inform("["+optionNumber+"] " + stringList[i]); 

   ++optionNumber; 

  } 

 } 

} 

 

package com.adebisi.wordnetsimilarity.impl; 

 

import java.util.ArrayList; 

import java.util.List; 

 

import edu.cmu.lti.jawjaw.pobj.POS; 

import edu.cmu.lti.lexical_db.ILexicalDatabase; 

import edu.cmu.lti.lexical_db.data.Concept; 

import edu.cmu.lti.ws4j.Relatedness; 

import edu.cmu.lti.ws4j.RelatednessCalculator; 

import edu.cmu.lti.ws4j.util.ICFinder; 

import edu.cmu.lti.ws4j.util.PathFinder.Subsumer; 

 

public class Lipa extends RelatednessCalculator { 

 

 protected static double min = 0; // or -Double.MAX_VALUE ? 

 protected static double max = 1; 

  

 protected static double k = 0.5; // our special constant 

  

 @SuppressWarnings("serial") 

 private static List<POS[]> posPairs = new ArrayList<POS[]>(){{ 

  add(new POS[]{POS.n,POS.n}); 

  add(new POS[]{POS.v,POS.v}); 

 }}; 

 

 public Lipa(ILexicalDatabase db) { 

  super(db); 

 } 
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 @Override 

 protected Relatedness calcRelatedness(Concept synset1, Concept synset2) { 

  StringBuilder tracer = new StringBuilder(); 

  if (synset1 == null || synset2 == null) return new Relatedness(min, null, 

illegalSynset); 

  if (synset1.getSynset().equals(synset2.getSynset())) return new 

Relatedness(max, identicalSynset, null); 

   

  StringBuilder subTracer = enableTrace ? new StringBuilder() : null; 

  List<Subsumer> lcsList = 

ICFinder.getInstance().getLCSbyIC(pathFinder, synset1, synset2, subTracer); 

  if ( lcsList.size() == 0 ) return new Relatedness(min, tracer.toString(), 

null); 

   

  Concept lcsConcept = lcsList.get(0).subsumer; 

  StringBuilder tracerPaths = new StringBuilder(); 

   

  List<Subsumer> shortestPath1 = pathFinder.getShortestPaths(synset1, 

lcsConcept, tracerPaths); 

  // we get the shortest path between synset1 and the LCS 

  List<Subsumer> shortestPath2 = pathFinder.getShortestPaths(synset2, 

lcsConcept, tracerPaths); 

  // we get the shortest path between synset2 and the LCS 

  int maxDistance = shortestPath1.size() > shortestPath2.size() ? 

shortestPath1.size() : shortestPath2.size(); 

  // we use the longest path length 

   

  double ic1 = ICFinder.getInstance().ic(pathFinder, synset1); 

  double ic2 = ICFinder.getInstance().ic(pathFinder, synset2); 

  double score = ( ic1>0 && ic2>0 )  

    ? ((2D * lcsList.get(0).ic / ( ic1 + ic2 )) + Math.pow((1D 

- k), maxDistance))  

    : 0D; 

   

  if ( enableTrace ) { 

   tracer.append(subTracer.toString()); 

   for ( Subsumer lcs : lcsList ) { 

    tracer.append("Lowest Common Subsumer(s): "); 

    tracer.append(db.conceptToString( 

lcs.subsumer.getSynset() )+" (IC="+lcs.ic+")\n"); 

   } 

   tracer.append("Concept1: 

"+db.conceptToString(synset1.getSynset())+" (IC="+ic1+")\n"); 

   tracer.append("Concept2: 

"+db.conceptToString(synset2.getSynset())+" (IC="+ic2+")\n"); 

  } 

  return new Relatedness( score, tracer.toString(), null ); 

 } 
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 @Override 

 public List<POS[]> getPOSPairs() { 

  return posPairs; 

 } 

 

} 
 

 


