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Abstract

Maternai health status is often measured in medical studies on an ordinal scalc, but data ofthis
type arc gencrally redueed for analysis to a single dichotomv. Scverrl statistical models have
bcen developcd to makc fui luse of information in ordinal response data, but have not been much
used in analyzing pregnancy outcomes. The authors discussed two of thése statistical models
the ordinal logistic régression model and the multinomial logistic régression model. Logistic
régression models arclised to analyze the dépendent variable with mulr.ple outcomes which can
cithcr be ranked or not. In this study, we described two logistic régression models for analyzing
the catcgorical response variable. The first model uses the proportion-! odds model while the
second uses the multinomial logistic régression model. The fits of these models using data on
delivery from a Nigérian State hospital record/database were illustrated and comparcd to study
the pregnancy outcomes. Analyses based on th'ese models were carried out using STATA
statistical package. The Multinomial logistic régression was found to be an important alternative
to the ordinal régression technique when proportional odds assumption failed. The weight ofthe
baby and the mother's history of disease (treated or not treulcd) were found to be important in
determining the pregnancy outcome.

Kevwords: Likelihood function, Multinomial régression. Ordinal régression, Parallelism,
Response variable.

Introduction

Ordinal logistic régression lias the saine goal as ordinary least squares (OLS) régression
in which we may wish to model a dépendent variable in tenus of one or more independent
variables. However, OLS régression is for continuons (or nearlv continuons) dépendent
variables; logistic régression is for dépendent variables that are caiegorical. The dépendent
variable may have two categories (e.g., alive/dead; male/femalc; Republican/ Democrat) or
more than two categories. If it has more than two categories they may be ordered (e.g. Live
birth/Stillbirth/Abortion) or unordered (e.g. Married/single/divorced/widowed/other).
Logistic régression deals with these issues by transfonning the dépendent variable. Rather
than using the categorical responses, it uses the log ofthe odds ra're ofbeing in a particular
category foreach combination ofvalues ofthe independentvariables. The odds is the same as
in gambling, forexample, 3-1 indicates that the event is three times more likcly to occur than
not. The ratio of the odds is taken in order to allow us to considcr the effect ofthe independent
variables. The log ofthe ratio is then taken so that the final number goes from -8 to J-8, whcre
0 indicates no cffect, and the resuit is symmetric around 0, rather than 1. Adepoju and
Adcgbite (2009) used ordinal logistic régression method to examine the relationship
between the outcome variable, different levels of staffstatus in the Lagos State Civil Service
of Nigeria; the explanatory variables are Gender, Indigenous status, Educational
Qualification, Prcvious Expérience and Age. The study revealcd that two explanatory
variables natnely, Education Qualification and Previous Working Expérience significantly

predicted the probability of an individual staff being a member ol .tnv of the three levels of
staffstatus.
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Several Works have been done using Ordinal Logistic Régression model. The worksr
across medical, social and economical phenomena. Plank, Stephen B. and Jordan. Will J
(1997) used the logit model to predict college going behavior and found out that the
probability of campus rcsidcncy increased with the percentage oi students living on campus
in the absence of monetary constraints. The concepts of logistic régression are discussed by
Agresti (1996), Hosmer and Lemeshow (2000). This paper deals with modeling pregnancy
outcome as dépendentvariable.

The multinomial logit on the other hand, is a generalization of the logistic régression
model to the case where there exists more than two outcomes, and where the outcomes are
notordered. Forinstance, the case ofpregnancy outcome can bc treated as unordered.

There are several reasons why the use of CLS with categorical dépendent variables is a bad
idea:

Firstly, the residuals cannot be normally distributed (as the OLS model assumes),

since they can only take on one of several values for each combination of level of the
independent variables.

Secondly, the OLS model makes nonsensical prédictions, since the dépendent

variable is not continuous - e.g., it may predict that someone does something more than ‘ail
thetime'.

Finally, for nominal dépendent variables, the coding is completelv arbitrary, and for
ordinal dépendent variables it is (at least supposedly) arbitrary up to a monotonie
transformation. Yetrecoding the dépendentvariable will give verv different results.

Methodology

Ordinal logistic régression refers to the case where the dépendent variable has an order.
The most common ordinal logistic model is the proportional odds model. The model was
originally proposed by Walker and Duncan (1967) called Cumulative Logit model and now
called proportional model by McCullagh (1980).

The Model |

Considerthe following équation;
y* = XfP + Ci 20

Since the dépendentvariable is catcgorized, wc use

) | P(Y< ;Ix)
= In
ck(x) P(Y > ,|x)
and
21
/n =Po+ PA + £2*2 + PA + - + P A

The model assumes a linear relationship for each logitand parallel régression Unes.

Assumptions of Ordinal Models

* Relationship between probabilities and follows the assumed form (normal for probi:.
logistic for logit).
Parallel régressions Coefficient isthe same across ail possible eut point of the outcome

i.e equal slopes, (proportional odds for logistic models). If not, the generalized ordered
logit isused.
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Application and Discussion

Data used for model 1was obtaincd from delivery records/database in a State hospital in
Nigeria. The records for individual patient wcrc systematically satnpled over the course of
the months in the last quarter of 2008'. Summary of the data displayed in Table 1.0. The
ordinal responsc variable 'pregnancy outcome' refers to the proccss ofthe end ofdelivery by
which a fétus Icavcs the mothcr's womb. The outcome was catcgorized as live birth, stillbirth
and abortion (Adclckc .K.A 2009). The response variables are coded as follows:

by  Uvebirth
Y mmi y stillbirth
2 y abortion

Table 1.0 Case Processing Summary
Marginal
N Percentage
Responsc LIVEBIRTH 57 57.0%
* STILLBIRTH 32 32.0%
ABORTION 1 11.0%
Age 35-50 15 15.0%
25-34 55 55.0%
15-24 30 30.0%
Antenatal REGULAR 35 35.0%
ONCE IN A WHILE 40 40.0%
NOTATALL 25 25.0%
Diseas¢cs YES BUT NOT TREATED 2 2.0%
YES but treated 41 41.0%
NO 57 57.0%
Parity HIGH(>=6) .3 3.0%
LOW (1<6) 54 54.0%
NULLIPARA 43 43.0%
Weight <2500 44 44.0%
>-2500 56 56.0%
Valid 100 100.0%
Missing 0
Total 100

Table 2.0 shows the estimates of the parameters, standard errors of the estimétes.
Wald's statistics, and confidence intervals. The Wald's values showed that of ail the factors
Parity, Age and Antenatal showed no significant impacton the outcome of pregnancy. Others
namely; Disease and Weight are statistically significant, that is, disease and weight are
important factors in determining the outcome ofbirth. It can also be traccd on table 2.0 at the
top left hand corner where we have information for the overall model fit. The log-likelihood
0f-63.94 and likelihood ratio with 5d.fis57.67 with probability 0f0.0000 meaning that we
reject the null hypothesis ofzéro coefficientofthe overall estimate.

12
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Table 2.0

Ordinal logistic régression

ESTIMATES
Std. Err. Walds (z) P>|z|

Res. Sci. Mgl i1 6 AV). / Dec (2008). "l ~A%. | Dec (200')). pp 10-19 (2009)

Number of obs = 100
LR

*1 = 57.67

Prob > /' = 0.0000
Pseudo.s; = 0.3108

[Confidence interval]

Log likelihood = -63.94
Rcsponsc  Coefficient d.f
Age 0.3933 2

Antenatal 0.2657 2

Diseases -1.991 2

Parity -0.0898 i
Weight 2.8032 1

tCut 1 2.9159

/Cut 2 5.6274

0.4522 0.87 0.384
0.3195 0.83 0.406
0.5057 -3.93 0.000
0.5254 -0.17 0.864
0.6262 4.48 0.000
1.4090

1.4880

-0.4931 1.2797

-3605 0.8920

-2.9803 -0.9979

-1.1196 0.9399

1.5757 4.0307

1.5419 5.6777

2.7109 8.5439

In Table 3.0, the odds of a woman with history of baby's weight less than 2.5kg are
16.5 timcs more likely to have a live birth than women with history of babics 2.5kg. The
odds could be as little as 4.8 times or as much as 56.3 timcs with 95% confidence. The factor,
diseases revealed that women with history of diseases (whether treated or not) h&ve the
chance of having a live birthis 0.14, wliile women without history of diseases have 86%
chance ofhaving alive birth. The odds could be as little as 0.041 times as much as 0.37 times

with 95% confidence.

lame a.if
-RIESPaNSE Odds Ratio
AGE 1.481871
ANTENATAL 1.304398
DISEASE 0.136811
PARITY 0.914053
WEIGHT 16.49827
1
/Cuti 2.915949
/Cut2 5.627454

iauil en ouus

Std. Err.

0.6701924
0.4168052
0.0691857
0.4802457

10.33275

1.409083
1.48804

z

0.87
0.83
-3.93
-0.17

4.48

P>M

0.384
0.406
0.000
0.864
0.000

[95% Conf. Interval]

0.6107245 3.595635
0.6972982 2.440066
0.0507769 0.3686173
0.3263983  2.559734
4.834336 56.30407
0.154197 5.6777
2.710949 8.54395

Intable (4.0), Pearson and Déviance test showed that the p-values for the two tests in both

logits are notsignificant, indicating good overall fitofthe model.

Assumption ofparallelism States that only the intcrceptis allowed to varv. Fig 1.0 interprets
whatwe have from ourestimates.
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Table4.0 .
Goodness-of-Fit

Chi-Square df Sig.
Pearson 85.732 85 457
Déviance 74.197 85 792

Link function: Logit.

Table (5.0) also showed thaithe assumption fails. The value 0f22.42 at9d.fand with p-value
0f0.008 compares with =16.92, is less hence we reject the hypothesis of equal slopes i.e the
location parameters (slope coefficients) are not the same across response categories.

Table 5.0

TestofParallel Lines(c)
-2 Log

Model Likelihood Chi-Square df Sig.

NulHypothesis  94.133
General /1./0(a) 22.421(b) g 008

Therefore the assumption fails and this led to an alternative technique, multinomial logistic
Régression.

Fig 1.0: Parallel Régression with Different Intercepts and Cutpoints

Multinomial Logistic Régression

Multinomial Logistic Régression (MLR) is an extension ofbinary logistic
regressionto discrete/nominal outcome variables. This modcl was proposed by McFadden
(1974), Amodification ofthe logistic model which isalso called adiscréte choice model. It
was laterreferred to as polychotomous or Polytomous/Multinomial logistic régression model
In health and life sciences (Hosmer Lemeshow (20Q0)). In the ordinal logistic model with the
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proportional odds assumption, thc model includcdj- 1differentinterceptestimates (wherej is
the numher of levcls of thc dépendent variable but onlv one estimate of the parameter is
associatcd with thc independentvariables. Ifthe dépendentvariable isnotordered, however,
this assumption rnakes no sense (i.e., because we could reorder the levels of the dépendent
variable arbitrarily). The multinomial model generates j-1 sets of parameter estimétes,
comparing different levels of the dépendent variable to a base level. This makes thc model
Considerably more complex, but also much more flexible.

The Model Il
Assuming we h&ve k categories ofoutcome variables, Y.coded 0,1....... k-1.Using Y=0 as thc
baseline outcome orréférencé pointand frorn alogitcomparingY=1,Y=2....... Y =k-1to it.
To develop the model,assume we hdve pcovariates and a constanttcrm denoted by the
Vector,oflengthp+1hcre= 1,we hdve

i0 i

AQO) = In 0/x\

= Po+ "X 1+P12X2+ -+ P IpXp

= X’Pt 3.0
And for k-1
ey =(fc- 1)Qi
A-10) = Ir{(y Y=o0/x |
£(*-1)0 + E£(k-1)I1*1 + £(*-1)272 + £(k~1)pXp

X'Pi-t 31

Hence, the conditional probabilities of each outcome categories given the covariate vector
are;

form=1

Pr(y, = 1W = IIZ‘}bxp (xjlj)

; form> 1 3.2
Pr(yi= mlx:) =

The likelihood fonction for independent observation is

n

= 1~[000i)y*“Tn0O,)y,i w20iP "
t=i
Taking the firstdifférence, and equating to zéro gives the likelihood estimator
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Application

For themultinomial model, one way to check model fit is to chcck each ofthe binomial
models, separately. An observation witli aresidual that is far from 0 (both sides) is poorly fit
by the model, A point vvith high/levcrage lias huge influence on the parameter estimates.
Several measurcs h&ve been proposed for analyzing residuals; influential points and high
level points (Hosmer and Lemeshow (2000)). This method is applied using the same data on
thepregnancy outcomes from a State Hospital (table 1.0).

Output from the main effectmodel isexplained below.

From the table 1.0, the rcsponse variable is the outcome which as coded above is: live birth
(0), Stillbirth (1), and Abortion (2). Abortion being the worst case is usée asreference pointor
baseline

JInterprétation and Assessment of Fit and Diagnostic for Multinomial Logistic
Régression

We obtained values for the estimétes, standard error and Wald's as described in table
(6.0). The essentiai thing to remember is that there are really two équations (one fewer than
the number ofcategories). Eqn (i) compares women with live birth as outcome to abortion as
outcome of pregnancies. and eqn (ii) compares those whose outcomes are stillbirth to
abortion. Unlike.ordinal logistic, the two équations have different intercept as vvell as slopes,
the assumption of parallelism does nothold.
Examination ofthe Walds statistics in the table (6.0) showed that for live birth, presence or
absence of diseases and weight are statistically influencing the chance of having live birth
againstabortion.

6.03 - 0.99S9A - 0.3094n + 2.3523D + 0.2740P - 3.60441V ... (i)

fp (y=1/jn)l
AW =In Lp(y:2/*)J
2.836 - 0.41894c + 0.2744An - 0.6047D - 0.3017P 4-0.06361V 00

The odds ratio among the women with middle &ge and above having a live birth 0f0.4 times as
likely to have a live birth than are women of lower age group. The odds could be as little as
0.078 times or as much as 1.7 times larger with 95% confidence. While for stillbirth. middle
aged women and above are 0.35 times more like'ly to have a stillbirth than women of lower
group age and the odds could be as little as 0.16 times or as much as 2.7 times greaterw ith 95
% confidence.

Presence or absence ol diseases in live birth gives the odds ofwomen with history ofdiseases
treated or not treated having a live birth is 10.5 greater than women without histon of
diseases. The odds could be as little as 1.9 times or as much as 56.42 times larger with 95
confidence. While in stillbirth, the odds of women with history of diseases treated or ne:
treated having a live birth is 0.05 i.e 5% lesser than women without history of diseases. The
odds could be as little as 0.13 less times oras much as 2.28 times larger with 95noconfidence.
The fit of the data to the model is as showed in table (8.0). The R1Pearson chi- square and
Déviance statistics computed are 0.99 and 1.000 respectivelv compared with level of T
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shovved that the model lias a good fit. The pseudo of 0.3797 does not gives the actual

interprétation as in OLS Hosmerand Lemeshow (2000). Generally in logistic are usually
small.
Table 6.0 Multinomial Logistic Régression
Multinomial logistic régression Number of obs
LR x*0 = 70.46
Prob > * = 0.0000
Log likelihood = -57.551098 Pseudo R = 0.3797
RESPONSE Coef. Std. Err. z P>|z| [95% Conf. Interval]
LIVEBIRTH
AGE -0.9958 0.7881 -1.26 0.206  -2.5406 0.5488
ANTENATAL ' -0.3091 0.5301 -0.58  0.560 -1.3481 0.7299 '
DISEASE 2.3523 0.8574 2.74 -~ 0.006 0.6717 4.0329
PARITY 0.2739 0.9045 0.30 0.762 -1.4989 2.0469
WEIGHT -3.6044 1.2378 -2.91 0.004 -6.0301 -1.1783
-cons 6.0302 2.6293 2.29 0.022 0.8768 11.1836
STILLBIRTM
AGE -0.4189 0.7190 -0.58 0.560 -1.8282 0.9902

ANTENATAL 0.2744 0.4768 0.58 0.565 -0.6601 1.2090

DISEASE -0.6046  0.7297  -0.83 0.407 -2.0350 0.8256
PARITY -0.3017 0.8278. -0.36 0.715 -1.9241 1.3207
WEIGHT 0.0636 1.2423 0.05 .0.959 -2.3713 2.4985
_cons 2.8359 2.6495 1.07 0.284 -2.3570 8.0288

(RESPONSE ==ABORTION is the base outcome)

Conclusion

The choice between ordinal and multinomial are whether the more complex model offers
either

(D Greaterinsight into the substantive area, or
(2) Bctter fit or substantially different fitted values.
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One substantive différence between the two modcls is that, in multinomial modcl, weight bas
négative effcct on the odds ratio comparing live birth to abortion (OR = 0.03 i.e 3%per kg)
but a large statistically significant effect on the ORs comparing stillbirth to abortion (OR =
1.06 per kg). While in ordinal logistic, the ORs for live birth or abortion are the same as ORs
forstillbirth or abortion for any ofthe covariate.

One way to compare the fit ofthe two models isto compare the predicted outcomes with the
actual outcomes. The fit for the ordinal model was shown in table (4.0), while the one for
multinomial model is intable (8.0). The multinomial model actually fits than ordinal model.
Hence, in summary, there isno reason to preferthe more complicatcd modcl.

i The proportional odds assumption is notviolated,

ii. The ordinal modei fits the data slightly better than nominal model.

iii. The predicted pregnancy outcome isquite similar in the two models.
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APPENPIX

Table 7.0

Model
Intercept Only

Final

Table 8.0

Table9.0

Observed

LIVEBIRTH

STILLBIRTH

ABORTION

Overall Percentage

Model Fitting Information

Model Fitting Criteria

19

Likelihood Ratio Tests

-2 Log
A O BIC Likelihood Chi-Square df Sig.
159.090 164.300 155.090
100.090 152.194 60.090 94.999 18 .000
Goodness-of-Fit
Chi-Square df Sig.
Pearson 44 477 76 .999
Déviance 40.154 76 1.000
Classification
Predicted
Percent
LIVEBIRTH STILLBIRTH ABORTION Correct
50 7 0 87.7%
5 27 0 84.4%
2 8 1 9.1%
57.0% 42.0% 1.0% 78.0%



