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Abstract

Most simultaneous équations estimation techniques are based on the assumptions of normality 

vvhich gives little considération to some atypical data often called outliers vvhich may be présent 

in the observations. The outliers may hâve some obvions distorting influence on the estimâtes 

produce by these techniques. Tliis study investigates the distorting effect of outliers on four 

simultaneous équation estimation techniques through Monte Carlo inethod. Outliers of various 

degrees vvere introduced into observations of different sizes. The estimators were ranked based 

on their ability to absorb the shock due to outliers in the observations. The Total Absolute Bias 

(TAB), Variance and Root Mean Square Error (RMSE) vvere used in ranking the performances 

of the estimators. Based on the criterion of tab, tvvo stages least squares (2SLS) ranked the best, 

closely followed by three stage least squares (3SLS) and ordinary least squares (OLS) in that 

order, vvhile limited information maximum likelihood (LIML) was the poorest vvhen outliers ot 

not more than 5% are présent in the observation. It is however, not strange to observe that OLS 

outperformed the other estimators vvhen variance was used. This could be misleading since 

variance may be measured around a vvrong parameter. Based on the criterion of RMSE, ordinary 

least squares yields estimâtes with the least value of RMSE vv hile LIML yields the greatest vvhen 

outliers of not more than 10% are présent in the observation. Also it was established that OLS 

lias the greatest capaçjty to absorb the shock due to the presence of outliers in the observation.

Key vvords: Monte Carlo, Outliers, Estimators, Simultaneous Equation.
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Introduction

Economie relationships arc often of two-way dependency and may be conveniently represented 

using simultaneous équation models, thus simultaneous équations are important in econometrics. 

These équations in practice are mostly of mixed type i.e. comprising of mixture o f just-identified 

and over-identified équations. A number of techniques hâve been devised to handle such 

équations among vvliich the most commoii are the ordinary least square (OLS), Indirect Least 

squares (ILS), two stage least square (2SLS), tliree stage least square (3SLS), limited information 

maximum likelihood (LIML) and full information maximum likelihood (FIML). These 

techniques are based on the assumption that the random deviates are normally distributed. The 

assumption of normality gives little considération to atypical data vvhich are often found in most 

real life data [5- " l  In reality, the behavior of many sets of data is only approximately nonnal, 

vvith the main discrepancy being that a small portion of the observations were quite atypical by 

virtue of being far front the bulk of the data. Such atypical data often called outliers, always 

conte front the kind of approximately normal distribution vvith normal shape in the central 

région, but vvith heavier or fatter tails |5, Researches in recent tintes hâve shovvn that the

présences of outliers in data set are not often tested by most s t a t i s t i c i a n s 1Sl W!, thus data set 

containing outliers are not always cleaned up before statistical techniques are applied. Outliers 

may hâve sonie distorting influence on the estimâtes produced by the estimators especially under 

the assumption of normality. The performances of these estimators in the presence of outliers 

should be of utniost importance. In this study, the performances of OLS, 2SLS, 3SLS and LIML 

were investigated. FIML is not considered because it generates outrageous estimâtes vvlten 

outliers are presence in the data set and ILS; vvhich do not hâve unique estimate for the over- 

identified équation of the model; is also not considered. The évaluation and comparisons of the 

techniques are carried out using total absolute bias (TAB), variance and root mean square error 

(RMSE).

Materials and Methods

Consider the simultaneous équation model consisting of over identified équation and just 

identified équation given below:
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yu=P\2y2,+Yux\, +uu
y 2, = A .a + r 22x2, + r 2 3** + «2/

( i )

This model can be represented in matrix form as

B>’, =  Fx, + U,

(2)

Where: y ,  =
y 2,)

is the vector of endogenous variables.

U.=

/  „  \

v*2,y

'« .A
\ U2,J

is tlie vector of exogenous variables.

is independent and identically distributed (i.i.d.) random vector with mean

zéro and covariance matrix I .

B =

r  =

I -/?,2 

v-A , 1
is the matrix of coefficients of endogenous variables.

/11 0 0
0 y22 y2î^

is the matrix of coefficient of exogenous variables.

Pre-multiplying both sides of (2) by B' yields

y, - B ’T x ,+ B -'t/,

(3)

Expanding and simplification of (3) gives

V -  r "  v +y  U ~ 1 Xl' +
A l / 2 2  „  , A l / 2 3

I-A2A1 I-A2A, I-A2A.
/2 2  .. , /2 3

A

V ___ A l/ l l  ___x +
/2/ /, o -vn + , „ /> x2<+

I-A2A, I-A2A, I-A2A
x3,+

21

i-AA '-AA

'  Pn .. . 1
i - A A  i - A A

(4)
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The data used in tlie study are generated using Monte Carlo method. The exogenous variables 

are obtained from Uniform(0,l) distribution18* using the standard random number generator. To 

generate the random disturbanee uit(i = \,2;t = 1,2,3,...,«) with mean zéro and covariance matrix 

I ,  independent sériés of uncorrelated standard normal random deviates 

e„(/ = l,2 ;t = l,2,3,...,«) of required sample size n are generated. Tliese generated random 

deviates are transformed to be distributed as N {0,Z), using a predetermined covariance matrix

f

o.=
anJ  

-«■ [«1

such that E =  E(U U ') = Cî®I„ where var(zz„) = crn , var(z/,( ) = o\, and

cov( m,«, )=  o-,-,1 *. The transformation requires that the matrix Q  be decomposed by a non-

singular triangular matrix P such that Q  =  P P '(I' 2*. Assuming P =
au av_
0 a

i.e P is an upper
22 J

triangular matrix, then transforming using U ,-  P
f  e ''eu

uu — aueu + ci\2e2t

l l 2 l =  û 22e 21

ve2/y

t = 1,2,...,h

yields

(5)

4 -where a22 = sf&n ■> a \2 = ° Xy a  ̂anc*ûn = V<Tn ~ aî 

If P is a lower triangular matrix, then the transformation is done using

1 / = 1,2
uu = aueu

= al2eu + a22e2l

(6)

where an = N/ ô ~ , ai2 = CT| and a22 -~Jo'22 -a (2

The endogenous variables are generated using (4). For the purpose of the Monte Carlo data 

génération, the parameters of (2) are assigned as follows:

B =
1 -1.5'' (1.2 0 0

r  =
-1.8 1 , ’ ^ 0 0.5 2.0J

vvhile the predetermined covariance matrix Q  =
^5.0 2.5' 
12-5 3.0y
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To produce data set vvith such behaviour as described above, random deviates with 

approximately normal distribution are generated. These are obtained with the use of Tukey's 

contamination neighbourhood defmed as follows:

F s{Fg) = { F - .F  = { \ - 8 ) F g + S F ) ,  0 < S < i/2  

(7)

where J ^ is  the approximately normal distribution with contamination level 8 ,  F0 is the central

distribution and F ' is the contaminating distribution [6, l&:. Standardized random deviates (with 

the central distribution jV(0,1) ) of the sample sizes n = 20, 25 and 30 are generated and 

contaminated with samples from Ar( 10,1). The contamination is achieved with the aid o f (7) by 

setting 8  = 0.00, 0.05, 0.10. These produced random deviates with 0%, 5% and 10% outliers 

respectively. The contaminated random deviates then are transformed into stochastic 

disturbances with the aid of (5) and (6). These stochastic disturbances together with the 

exogenous variables and the assumed values of the parameters are used to generate the 

endogenous variables from (4). The Monte Carlo experiment is replicated 1000 times.

Analysis and Discussion of Results

The results obtained from the Monte Carlo experiment are compared using the criteria of total 

absolute bias (TAB), variance and root mean square error (RMSE). Tables 1-3 give the ranking 

of the results obtained. Table 1 présents the ranking of the techniques based on the results 

obtained using total absolute bias. On this criterion of tab, the best method of estimating the 

parameters of the over-identified équation, équation I, is the 2sls. It ranks best irrespective ofthe 

percentage of outliers présent in the sample (not more than 10% as considered in this work), 

closely followed by 3sls with identical estimâtes. LIML ranks the poorest at ail contamination 

level using lower triangular matrix P2 as in (6) but improves as the level of contamination 

increases if upper triangular matrix Pi is used as in (5) making OLS the poorest at 10% 

contamination level. OLS ranks best in estimating the just-identified équation (équation 1) using 

Pi while 2sls ranks best for outliers less than 5% in the sample using P2. Though estimâtes of 

LIML, 2sls and 3sls are identical, at 0% contamination level, LIML ranks poorest closely 

followed by 2sls while under the influence of outliers 3sls ranks poorest closely followed by 2sls 

when Pi is used. With P2, LIML ranks poorest when no outlier is présent while with outliers less
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than 5% OLS ranks poorest closely followed by LIML. At 10% contamination level, OLS ranks 

best followed by LIML tliough with identical estimâtes as 2sls and 3sls.

TABLE 1 : Ranking of Estimators Using TAB

Equation 1 Equation 2

0% 5% 10% 0% 5% 10%

P, 2,3SLS 2,3SLS 2.3SLS OLS OLS OLS

OLS OLS LIML 2,3SLS LIML LIML

LIML LIML OLS LIML 2,3SLS 2,3SLS

P2 2,3SLS 2,3SLS 2,3SLS OLS 2,3SLS OLS

OLS OLS OLS 2,3SLS LIML LIML

LIML LIML LIML LIML OLS 2,3SLS

Table 2 shows the ranking of techniques based on the results obtained using variance. In ail 

cases, with both équations and triangular matrices, OLS ranks the best. 2SLS and 3SLS with 

identical estimâtes followed OLS while LIML ranks poorest with the over-identified équation 

(équation 1) irrespective of the triangular matrix used. When the lower triangular matrix P2 is 

used in decomposing the variance-covariance matrix, with the just-identified équation, 3SLS 

ranks 2nd closely followed by 2SLS at 0% contamination level. But as contamination level 

increases to 5% and above LIML ranks 2nd while 3SLS is the poorest.

TABLE 2: Ranking of Estimators Using Variance

Equation 1 Equation 2

0% 5% 10% 0% 5% 10%

Pi OLS OLS OLS OLS OLS OLS

2,3SLS 2,3SLS 2,3SLS 2,3SLS 2,3SLS 2,3SLS

LIML LIML LIML LIML LIML LIML

P2 OLS OLS OLS OLS OLS OLS

2,3SLS 2,3SLS 2,3SLS
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LIML LIML LIML 2,3SLS LIML, LIML,

LIML 2,3SLS 2,3SLS

Table 3 summarizes of the ranking of tlie techniques on the criterion of RMSE. In ail cases (i.e. 

at ail contamination level using either of the two triangular matrices) OLS is the best method. 

When estimating the parameters of the over-identified équation, 2SLS and 3SLS vvith identical 

estimâtes are 2nd and 3,d respectively while LIML is the poorest irrespective of the triangular 

matrix used. When outliers not more than 10% are présent in the sample, vvith the parameters of 

the just-identified équation. 3SLS is the poorest when P? is used. When P/ is used 2SLS becomes 

the poorest at 10% contamination level while 3SLS is the poorest at 5% contamination level.

TABLE 3: Ranking o f Estimators Using RMSE

Equation 1 Equation 2

0% 5% 10% 0% 5% 10%

P/ OLS OLS OLS OLS OLS OLS

2,3SLS 2,3SLS 2,3SLS 2,3SLS LIML LIML

LIML LIML LIML LIML 2,3SLS 2.3SLS

P 2 OLS OLS OLS OLS OLS OLS

2,3SLS 2,3SLS 2,3SLS 2,3SLS LIML LIML

LIML LIML LIML LIML 2,3SLS 2,3SLS

Conclusion

The choice of estimation technique dépends on many factors sonie of which are the purpose for 

which the estimation is embarked on. the identification condition of the équations of the model, 

the presence of other endogenous variable among the set of explanatory variables in any 

particular équation, the computational complexity of the problem, the importance which the 

researcher attributes to various stalistical properties of the parameter estimâtes and even the 

presence of outliers in the observations. Under these factors, the researcher (or policy maker) is 

faced vvith the problem of choosing the estimator which will most likely yield the desired 

estimâtes. Obviously, the choice is conventionally based on the statistical properties possessed
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by the estimâtes of various methods, thus the methods are ranked based on the small sample 

properties. The RMSE, though may be influenced by either bias or variance but it is necessary as 

inference cannot be made on only variances or absolute bias. This is because a technique may 

hâve the smallest variance around the vvrong estimate and conversely a small bias vvith the 

largest variance. Though the three criteria hâve been used in the investigation, but much dépends 

upon the purpose for which the estimation is embarked upon.
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