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A b stra ct

This paper is concerned with the problem of existence of solutions to interval 
differential equations which result from attempts to provide a concide interval 
solution to some differential equations with inexact data or parameters con­
tained in an interval. An extension of the interval iterative scheme of Moore is 
used to establish the main results which include those of Sveloslav Merkov’s.

1. In tro d u ctio n

Consider the initial value problem [see 6]

x'(t) = ct2 +  xb(t), x(0) = a (LI)

for real numbers a, b, c such that

0 < a < 0.1,0.2 < b < 0.38,3.3 < c < 3.6 (1.2)

It could be seen that the i.v.p. satisfies the basic conditions for existence and 
uniqueness of solution, for each value taken by the numbers a, b and c, except 
for the case a — 0. However because of condition (1.2) there would exist 
infinitely many such unique solutions. This paper considers the existence of 
solution to some interval differential which result when problems of the form 
(1.1) & (1.2) are recast in the form of interval differential equations. Markov 
[4,5] considered a somewhat similar problem, however, his definitions of the 
basic interval arithmetic operations differ from those in [2,3,6,7,8] which are 
used here. His definitions do not always guarantee that if f , g  are real valued 
functions and F, G interval valued functions such that /  G F  and g G G, then 
f .g  G F * G ,  where . and * are respectively the real and interval arithmetic 
operations. Whereas the definitions used here always guarantee this. Therefore 
the results considered here are more general than those of his.

D e f in it io n  1.3

Let M  be the set of real numbers, IIR the set of all compact intervals on 1R and 

V  = {(£, X ) : t e J =  [tQ, t0 +  a], X , A  G I R , d(X, A) < 6, tOJ a, b G R ) .
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By an interval differential equation we mean an equation of the form

X '{ t)  = F { t , X (t))f X ( t 0) = A , t e J  (1.4)

where X  is an interval function defined and continuous on J ,X '( t )  = {x'(t) : 
x(t)  e  X ( t ) , x ( t 0) G ^4} and F  an interval function defined on T>.

Definition 1.5
By a solution of the interval differential equation (1.4), we mean an interval 
function X  defined and continuous on an interval JQ C J  such tha t the interval 
function X ' is defined and satisfies.

X '( t)  =  F ( t ,X ( t ) ) ,X ( t 0) = A.

Readers th a t are not familiar with the fundamentals of interval arithm etic and 
interval analysis are referred to [1,2,3,6,7,8] for details. In the next section we 
give some results in interval analysis which will be applied in the establishment 
of the main result.

2. S o m e  R e s u lt s  in  In terv a l A n a ly s is

Lemma 2.1

Let X  and Y  be intervals in I  JR, then

X C X  + ( Y - Y )  (2.2)

Equality holds if and only if Y  is a degenerate interval in I1R.
P ro o f:. Let X  = [x,x\ and Y  =  [y, y], then

Y - Y  = [ y - y . y - y ]
=  t u ( y ) [ - l , l ]  (2.3)

X  + { Y - Y )  =  \ x - w ( Y ) , x  + w(Y)}

since x  -  w (Y ) < x  and x < x  +  tu(y), the result, (2.2) follows. Suppose Y  is 
degenerate in /IR, then w (Y) = 0, so (2.3) gives

X  + ( Y - Y )  = [x,x] = X .

□

T h e o re m  2.4 [1], Let P  be an interval operator defined on I  JR. Suppose 
that X 0 is an interval in the domain o f  P  such that

|77T,pf0) -  m (P p Q )[  < i{ u ;(X 0) +  uj(P (X 0))} (2.5)

Then the interval iterative scheme defined by

Xn+i =P{Vn),  n G N , (2.6)
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n
Vn = H  k e N - (2-7)

k= 0
generates a nested sequence of interval functions X rl,n  = 0,1,2...
If for each n, we have

|m(V„) -  m(P(Vn))\ < l{w(V„) + w(P(V„))} (2.8)

the sequence {Xn} converges to the limit
oo

X = lini X n =  f l  (2-9)n—+oo 1 1n=0

where

3. E x iste n c e  R esu lts

To enable us establish the existence results we need the following.

Theorem 3.1

Let the interval function F  in equation (1.4) be continuous on D. Then any 
solution X  of the interval integral equation

X (t)+ w (A )[- l1ll =  i4+  [ l F ( s ,X ( s ) ) d s , t e  J  (3.2)
JtQ

such that
, X(to) = A  (3.3)

is also a solution of the interval differential equation (1.4) and conversely if X  
is an interval function satisfying (1.4), then X  satisfies (3.2).

P ro o f. Let X  be a solution of the integral equation (3.2). Since F  is 
continuous the equation can be differentiated [see 2] to give

X \ t )  =  F{t ,X{t ) ) ,  t e J .

and by (3.2) X(to) =  A.
This implies that X  is a solution of (1.4). Conversely let X  be an interval 
function which solves (1.4), then the equation can be integrated [see 2] to obtain

[  X ( s )d s=  [  F {s)X (s) )d s ) t e  J.
J to J to

i.e. t
X (t)  -  A  = [  F (s ,X (s ))d s

Jto

and this by Lemma 2.1 gives

X ( t)  +  tu (i4 )[- l,l]  =  A +  I  F(s, X (s))ds, t £ J
J  tn
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as required. □

R em ark  3.4: The result of Theorem 3.1 generalists that of Theorem 1 [4] 
and Proposition 12 of [5], in the sense that X  need not be continuous and if A 
is degenerate in /1R, the integral equation reduces to

X{t) =  A + [  F{s , X(a))ds, t € J  
h 0

as given in the said results.

T heorem  3.5. Let the interval function F in equation (1.4) be defined 
and continuous on D. Then there exists an interval function X  defined on an 
interval JQ C J satisfying the interval differential equation (1.4).

Proof:. By Theorem 3.1, the solution X  of the interval integral equation 
(3.2) also satisfies the interval differential equation (1.4). Therefore it suffices 
to find a solution X  of equation (3.2). □

Define the operator P  on D by

P{X(t)) = A +  f  F{s,X(s))ds, t £ j 0 C J  (3.6)
J  to

and let the sequence X n, n = 0,1,2,... of interval functions be iteratively defined 
by

X n+i(t) = P (X n(t)), n =  0,1,2,... (3.7)

where X Q is chosen such that

2Lo(t) < A +  [  1 F (s ,X 0{s))ds (3.8)
J  to

and t
Xo { t ) > A +  (  F {s ,X 0[s))ds (3.9)

for functions X^,  A, f i lo F{s, X 0{s))ds and X 0)A and J[qF (x, X 0[s))ds which 
are respectively the lower-end functions and upper-end functions of the interval 
functions X Q) A  and F(s) X 0(s))ds. By Theorem 2.4, this sequence is nested 
if condition (2.5) is satisfied and the sequence converges if the condition (2.8) 
is also satisfied. Conditions (3.8) and (3.9) ensure that the sequence (3.7) 
converges as it is clearly seen from (3.8) that

m {X 0) -  5in(X0) < M{A) + \w{A)  + m  F{s, X 0[s))ds)

+ \w  ( f l F ( s , X 0(s))ds)
=  m (P(X 0)) -f ^w (P (X 0))

i.e.
m (X 0) — m (P (X 0)) < \ { w ( X 0) + w(P(Xn))} (3-10)
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and also from (3.9) that

m ( X 0) + iiu(X0) > m{A) -  ^w(A) + m  (//o F(x,  X 0(s))ds) 
- \w ( S toF (x ,X 0{s))ds)

= m(P{X0)) -  itu (P(X 0))

i.e.
- - { # „ )  + w{P(X0))} < m (X 0) -  m (P(X0)) (3.11)

Combining (3.10) and (3.11) the condition (2.5) is obtained. By the definition 
(3.7), each term of the sequence {Xn} satisfies conditions (3.8) and (3.9) with 
X 0 replaced by X n and hence condition (2.8) is satisfied accordingly.

The limit (2.9) gives the required solution since

X(t)  =  limn-.oo P (Hfc=o *fc)
= A + j L F {sA[mn^oo(Pik=0 X k{s)))ds
= A + f[a F(s, X(s))ds, e J o Q J

since F  is continuous.

D e fin itio n  3.12

The interval function F(t,X ) is said to be Lipschitz in its domain D if for 
interval functions X,Y G D

d(F(t,X),F(£, Y)) < kd(X ,Y)

for a positive constant k.

T heorem  3.13. If the function F  in (1.4) is Lipschitz on D } then the 
solution X  on the interval J0 is unique.

Proof:. Suppose the solution X  is not unique. Let Y be another solution, 
then from (3.6) we have

X(t) = P(X(t)) = A + [  F (s,X (s))ds,
ho

t E Jo

and
Y(t) =  P(Y(t)) -  A + f  F(s,X(s))ds, t E Jq

h 0
then

d(X(t),Y(t)) = d(A + SlF{s,X{s))dst A + SlF(s,Y)s))ds)
< d(A, A) + //0 d(F(s, X(s)), F(s,Y{s)))ds
< d{A,A) + kJld{X(s),Y{s))ds

which when integrated gives 
d(X( t ) , Y (£)) < d(A , A) exp(k(t -  to)) = 0 
^ d { X ( t ) ,Y ( t ) )  = 0 
hence X(t )  =  Y(t).
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D efin ition  3.14

The interval function F{t}X)  is said to be w-Lipschitz on D if there exists a 
positive constant A such that

w{F{t) X(t)) < kw{X(t)).

Theorem  3.15. Suppose that the interval function F in (1.4) isw-Lipschitz 
on D then the solution X  is degenerate only if the initial interval A in (1.4) is 
degenerate.

Proof:. Let X  be a solution of the equation (1.4), then by (3.6)

X(t )  =  A + St0F(s,X(s))ds, t e J o  
w{X(t)) = w{A) + w ( f toF{s,X{s))ds)

< w(A) + JlowlF(s,X(s))ds
< w(A) + XSttow(X(s))ds

□
upon integration this yields

w(X{t)) < w(A) exp(A(t -  t0))
= 0 only if w{A) = 0.

then w(X(i ))  — 0 and this would imply that X  is degenerate.

R e m a rk  3.1G\
The result in (3.5) and (3.13) generalise those in [4 and 5] which include some 
conditions on F  which are not necessary.
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